CSE 594: Combinatorial and Graph Algorithms Lecturer: Hung Q. Ngo
SUNY at Buffalo, Fall 2006 Last update: November 14, 2006

Analyzing approximation algorithms with the dual-fitting method

1 A greedy algorithm for WEIGHTED SET COVER

One of the best examples of combinatorial approximation algorithms is a greedy algorithm approximat-
ing theWEIGHTED SET COVERproblem. An instance of theES COVER problem consists of a universe
setU of m elements, a famil\s of n subsets ot/, where setS € S is weighted withwg. We want to

find a sub-family ofS with minimum total weight such that the union of the sub-family/igi.e. covers

U). Consider the following greedy algorithm.

Algorithm 1.1. GREEDY-SET-COVER(U, S, w)
1.C—0, AU
2: while A # () do
3:  Pick S € S with the least cost per un-covered element, i.e. pickuch that]%SA| is minimized.
4 A—A-S
5 C+—CU{S}
6: end while
7: return C

In this section, we analyze this algorithm combinatorially. Then, a linear programming based analysis
will be derived in the next section.

Without loss of generality, suppose the algorithm returns a colle§tin. . ., Sy} of k sets. LetX;
be the set of newly covered elementdbafter theith step. Letr; = |X;|, andw; = wg, which is the
weight of theith set picked by the algorithm. Assign a coét) = w;/z; to each element € X, for
al: <k.

For any setS € S, we first estimate) .o c(u). Leta; = |S N X;|. Then, it is easy to see the
following:
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Hence,

Z Zaz <Za2az+ws+a <w5-H|S|,

u€eS
whereH|g) = 1+1/2+---+1/|S] is the[S|th harmonic number. Sing&| < m for all S, we conclude
that
> c(u) < Hy - wg, VS €S, 1)

u€esS



One may ask, what if;+- - -+ay = 0 for somei. This is not a problem. Sinc& # 0, a1+ - -+ax #
0. If a; +--- + a; = 0 for somez, then all the termai%, . ,ak%’: can be ignored.
Let7 be any optimal solution, then

costC) = e(u) < Y > e(u) <> Hypy-wy < Hy, - cos(7).
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We thus have proved the following theorem.
Theorem 1.2. GREEDY-SET-COVER has approximation ratidd .

Exercise 1. In the SET MULTICOVER problem, each element is required to be coveregh,, times,
wherem,, is a positive integer. Each set can be picked multiple times. The cost of piskingmes is
kwg. Devise a greedy algorithm forES MULTICOVER with approximation ratid?,, (and prove that!).

Exercise 2.1n the MaAxIMUM COVERAGE problem, we are given a univergg a collectionS of subsets
of U, and a positive integér. Each element in the universe has a non-negative integer weightThe
problem is to findc members ofS whose union has the maximum total weight.

Suppose we solve this problem by greedily pick the best set in each iteratiok satd are picked.

(“Best” set is the set maximizing total weight of uncovered elements.) Prove that this strategy has
k

approximation ratid — (1 — )" .
Exercise 3. Consider thevEIGHTED VERTEX COVERproblem in which each vertexis weighted with
w, > 0. Consider the following algorithm

Algorithm 1.3. LR VERTEX COVER(G, w)
1:.C=0
: Foreachv € V(G), lete(v) < w,
: while C'is not a vertex covedo
Pick an uncovered edde, v), lete < min{c(u), c(v)}
c(u) — c(u) — € c(v) — c(v) —¢
Add into C all verticesv havinge(v) = 0.
end while
return C
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Prove that this is &-approximation algorithm.

2 Analyzing GREEDY SET CcOVERwith dual-fitting

Itis natural to find out how Algorithm 1.1 relates to the integer programming formulatioe DC&VER.
The IP for &T COVERIs
min Z WSTS

Ses
subjectto » xg>1, VueU, (2)

Sou
zs €{0,1}, VS e€S.

min Z WSTS

Ses
subjectto » x5 >1, Vuel, )

Sou
xg >0, VSeES.

The LP-relaxation is



And, the dual LP is

max Z Yu

uelU
subject to Zyu <wg, VSES, (4)
u€esS
yu >0, Yuel.
The dual constraints look very much like relation (1), except that we need to divide both sides of (1) by
H,,. Thus, for each: € U, if we sety,, = c¢(u)/H,,, theny is a dual feasible solution. It follows that

cos{C) = Y _ ¢(u) = Hp cosly) < Hy, - OPT.
uelU

3 More general covering problems

The CONSTRAINED SET MULTICOVER problem is a generalization of th&e$CoVER problem in which
each elements € U needs to be covered,, times, wheren,, is a positive integer.
The corresponding integer program can be written as

min Z WSTS
SeS
subjectto Y zg >m,, VueU, (5)
Sou
xzg € {0,1}, VS eS.

When relaxing this program, it is no longer possible to remove the upper bayndsl (otherwise an
integral optimal solution to the LP may not be an optimal solution to the IP). The LP-relaxation is

min Z wWsTg
ses
subjectto Y " zg >my, VueU, (6)
Sou
—xg > —1, VS eS,
xs >0, VSeS.

The dual linear program is now

max Z Myl — Z Zg

uelU SeS
subject to Z Yu — 25 < Wg, VS e S, (7)
uesS

Yu, 28 >0, YueUVS eS.

We will try to devise a greedy algorithm to solve this problem and analyze it using the dual-fitting
method.

Algorithm 3.1. GREEDY-SET-MULTICOVER(U, S, w, m)
1:C=0; AU
: /I We call an element € U “alive” if m,, > 0. Initially all of A are alive
: while A # () do
Pick S such thag% is minimized.
C=CuU{S}



6: My «— m, — 1foreachuec SN A
7 Remove fromA all elements: with m,, = 0
8: end while
9: return C

The next step is to write the cost 6fas a multiple of the cost of a feasible solution to (7), namely
cos(C) = p(>_, muyu — Y g 2s) for some feasible solutiofy, z) of (7). For each element € U and
eachj € [my], letc(u, j) be the cost of covering for the jth time. If S coversu for the jth time, and
Ag is the set of alive elements befasewas picked, ther(u, j) = If S was chosen befor€,

ws
= [SnAgl
thenAr C Ag. Thus,
ws wr wr

|ISNAg] — |[TNAg| — |TNAp|
Consequently, for any we havec(u, 1) < --- < ¢(u, m,,). The final costis

costC) = > Z c(u, j).

uelU j=1

In order to write this sum ag(> ", .y Muyu — D ges 25) (keeping in mind thay,, zg > 0), it makes
sense to try

May—1

cos(C) = Zmuc(u,mu Z Z c(u, my) — c(u, 7)]
uelU uelU j=1

= Zmuc(u,mu ZZ c(u, my) — c(u, j)]
uelU uelU j=1

The double sum (after the minus sign) is non-negative, which is good. We need to write it in the form
P> ses s somehow. Note that, each timeis covered, a terna(u, m,) — c(u, j) is added into the
double sum. For eacHi € C, supposes coversu € S N Ag thej, sth time. Then,

my
Z Z [C(uamu) - Z Z U mu - C(“uju,S)] :
uel j=1 SeCueSNAg

Now, letp be a number to be determined. Define

1
Yu = ;C(U,mu), Yu e U

LS fe(uma) — c(u.jus)] SeC
zZs = u€ESNAg

0 sé¢c

For (y, z) to be dual-feasible, we would like to findso that, for eacly € S, > g yu — 25 < ws.
Consider anys ¢ C. In this case,

1
Zyu —Z5 = - Zc(u,mu).
u€esS P u€eS

Let uy,...,ux be the elements of. Without loss of generality, assume that was completely cov-
ered beforeuy, and so on. Then, right beforg is completely covered,As| > k — (i — 1). Hence,
c(us,my,) < wg/(k —1i+ 1). Consequently,

2 pm S Zk—z—i—l _}ﬁ”-ws.
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Now, consider any' € C. In this case we have

1 1 .
Z Yu — 28 = — Z C(u7 mu) - Z [C(u7 mu) - C(uvju,S)]
u€eS P u€eS P ueSNAg
1 .
- - Z C<u7mu) + Z C(um]u,S)
P UGS\AS ueESNAg
Letus,...,ur be elements iy’ As which were completely covered in that order. Note that &' < k.

Note also thad _,c g4 ¢(u, ju,s) = wg. Similar to the previous reasoning, we get

u€eS i=1

Hence,(y, z) would be a dual feasible solution if we pigk= H,,, which is also an approximation ratio
for Algorithm 3.1.

Exercise 4. Devise a greedy algorithm foreS MULTICOVER with approximation ratiaH,,,. Analyze
your algorithm using the dual-fitting method.

Exercise 5. In the MULTISET MULTICOVER problem, we are given a collectia$ of multisets of a
universeU. For eachS € S, let M (S, u) be the multiplicity ofu in S. Each element needs to be
coveredm,, times. We can assum¥ (S, u) < m,, for all S, u.

Devise a greedy algorithm for WMLTISET MULTICOVER with approximation ratiaH4, whered is
the largest multiset size. The size of a multiset is the total multiplicity of its elements. Analyze your
algorithm using the dual-fitting method.

Exercise 6. Consider the integer programin{c’ x | Ax > b}, whereA, b have non-negative integral

entries, and is required to be non-negative and integral also. This is called a covering integer program.
Use scaling and rounding to reduce covering integer programsuior MET MULTICOVER, so that

we can use the greedy algorithm for theuMISET MULTICOVER instance to get a greedy algorithm

for the COVERING INTEGERPROGRAM instance with approximation ratio(1g n), wheren is the input

size of the covering integer program. (Thus, the instance OfIMSET MULTICOVER must have size

polynomial inn.)

Exercise 7. Vazirani’s book. Problem 24.12, page 241.

Historical Notes

The greedy approximation algorithm foE® CoVvER is due to Johnson [5], L@sz [6], and Chétal [2].
Feige [4] showed that approximating BCoVvER to an asymptotically better ratio thamm is NP-hard.

The dual-fitting analysis for @EDY SET COVER was given by Lo@sz [6]. Dobson [3] and Ra-
jagopalan and Vazirani [8] studied approximation algorithms for covering integer programs. The dual-
fitting method has found applications in other places [1, 7].
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