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ABSTRACT

Interconnection networks play a very important role in Computer Science. In the small

scale, processors and memories and other computing devices are connected via these net-

works. While in the larger scale, we use networks to interconnect workstations, routers, or

clusters of workstations, ...

Research on interconnection networks can be classified roughly into several layers: (a)

application, (b) physical/network/transport, and (c) topological. This dissertation concerns

mostly with issues at the topological layer.

At the topological layer, we study the designs of good topologies for interconnec-

tion networks which satisfy certain criteria. Four main classes of interconnection network

topologies include shared medium, direct, indirect, and hybrid networks. Given the enor-

mous number of application areas, the required features for network topologies could be

very different. On the other hand, there are several features that are desired by many appli-

cations, such as low diameter, low degree, large number of nodes, and large connectivity

for direct topologies; and rearrangeability or nonblockingness for indirect topologies, etc.

We shall address several problems at the topological layer, concerning topologies from

all four major classes. This type of study has led to many beautiful developments in

both Theoretical Computer Science and Mathematics. I hope that this dissertation shall

strengthen this point. We mention a few of the problems addressed in this dissertation

as follows. One problem we shall address is the Beneŝ conjecture on the rearrangeability

of Shuffle-Exchange networks, which has not been solved for almost 40 years. Another
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problem is on the multirate rearrangeability of Clos networks, a key building block for

larger indirect networks. The dissertation addresses a 12 year old conjecture concerning

this problem. On both conjectures, we shall provide new improvements toward solving

them. Another sample problem is about the connectivity of a very general class of di-

rect network: the consecutive-d digraphs. We give an almost complete characterization

of the connectivity of these graphs, which are generalizations of many well-known direct

network topologies such as the de Bruijn digraphs, and the Kautz digraphs. Yet another

problem relates directly to non-adaptive group testing, where this dissertation provides the

first non-constant error tolerant design.

At the application layer, a set of services have been provided by lower layers. Our task

is then to design protocols on top of these services to satisfy our application needs. At this

layer, we propose to study how to devise a protocol to transmit continuous media streams

(video, audio) so that given the same network loss, perceptually users get better stream

quality.

The dissertation, in sum, presents new results on many interesting problems of intercon-

nection network topologies. The main theme is to apply well-established discrete mathe-

matics techniques to solve a class of practical problems. From our results, there are several

wide open directions for further research.
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Chapter 1

Introduction

In this chapter, we shall attempt to draw a general picture depicting the field of intercon-

nection networks and how this thesis fits into the big picture. In particular, the chapter

shows how the rest of the chapters relate to the area of interconnection networks and to

each other.

Section 1.1 gives a somewhat informal definition of interconnection networks, their

uses and examples. The section also describes the main theme of this thesis. Section 1.2

presents a classification of interconnection network topologies. In section 1.3, we shall

briefly describe the types of research typically done in this area via the well-known lay-

ering approach. Section 1.4 focuses on the topological layer, where most of the problems

addressed in this thesis belong. Section 1.5 outlines the rest of the thesis and also describes

the way each of the following chapters is organized.

1.1 Interconnection Networks and this Dissertation

At the abstract level, interconnection networks are nothing but graphs, be it undirected or

directed. In general, the set of nodes of these graphs could represent virtually anything

from “people” in relationship graphs to “processors” and “memories” in parallel com-

puters. From a more computer engineering point of view, interconnection networks are

networks which interconnect a set of computing devices such as processors, memories,

1



1.1 Interconnection Networks and this Dissertation 2

workstations or even sets (clusters) of workstations. The term “networks” used here could

be thought of as “intelligent topologies”, since a computer network is essentially an inter-

connection topology plus the algorithms controlling data passing through it.

Interconnection network is an enormous field, which holds a very important position in

both theory and practice.

From a practical point of view, the performance of most digital systems today is lim-

ited not by their logic or memory, but by their communication or interconnection capability.

Communication speed and delay are the main bottleneck in all kinds of systems. Memories

are larger and processors are faster, and they are becoming cheaper than ever, but the inter-

connection bandwidths are still several order of magnitude lagging behind. In the Internet,

for example, we spend most of our time waiting for data to arrive, not to be processed. The

speed and delay of the network depends almost solely on its interconnection capability,

large or small scale. For instance, the speed of light could be nearly reached in optical

fiber data transfer, but this speed will not be of much use if we do not have interconnection

networks for optical switches which could switch broadband data at the same pace.

From a theoretical view point, various areas of Theoretical Computer Science and

Mathematics have benefited from and have been of great use in studying interconnection

networks. A famous example is the celebrated result of Ajtai, Komlós and Szemerédi [2]

about sorting 
 number in parallel in VW�:XZY�[�
\� time. The proof was based on the notions

of concentrators, superconcentrators and expanders, which are special graphs arising from

studying classical (telephony) switching networks. In fact, the entire area of switching

networks intertwines closely with Graph Theory, Algebraic Graph Theory, Combinatorics,

Probability and Circuit Complexity [124, 134].

Given the huge number of applications, the requirements for interconnection networks
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could be very diverse. However, as we shall see later each class of networks has several

outstanding requirements which are desired by most if not all applications. Good examples

include rearrangeability and nonblockingness for indirect networks; and low degree, large

number of nodes, low density for direct networks.

The results presented in this dissertation fit nicely into the overall picture described

above. The problems addressed by the dissertation are well-defined theoretical problems

which come directly from practical needs. In particular, most results concern with common

desireable features of interconnection networks which thus have more potential applica-

tions than just the original motivations. Moreover, there are several difficult outstanding

conjectures discussed in the dissertation, strengthening the point that our problems are the-

oretically interesting and difficult.

Each of the problems under investigation is abstracted out from the original practical

concern to become a general mathematical problem. There are many reasons behind the

generalizations, although we always have to be alert of the danger of solving an extremely

difficult theoretical problem which has no practical implication whatsoever. Firstly, as

mostly the case in theory (the term “theory” refers to either Theoretical Computer Science

or Mathematics), the more general, the easier as we are not constrained to special cases.

Secondly, a general solution has potential applications to different areas. As we shall see

later, most problems in this dissertation are of this nature.

The main theme of the dissertation is to apply well known mathematical techniques,

combinatorial ones in particular, to solve practical problems. The solutions in turn feed

more problems and techniques back to theory. In particular, all of the problems and solu-

tions are wide open, in a lot of sense, for further research.
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1.2 A Taxonomy of Interconnection Network Topologies

In this section, we give a classification of interconnection network topologies based on

a paper by Ni [125]. In each category, we shall also try to give sample networks and

actual systems which use them if applicable. The data comes from the book by Duato,

Yalamanchili and Ni [62].

Interconnection network topologies could be divided into four main classes: (a) Shared-

Medium; (b) Direct Networks (also called Router-Based or Point-to-Point); (c) Indirect

Networks (also called Switch-Based or Switching Networks); and (d) Hybrid Networks.

The following subsections elaborate a little more on each class. Before getting into more

details, we provide here a list which gives a little road map to the topologies. For each type

of network, we shall give several real systems which use the topology. The examples are

put in parentheses next to the topology.

(a) Shared-Medium Networks

– Local Area Networks or LANs

] Contention Bus (Ethernet)] Token Bus (Arcnet)] Token Ring (FDDI Ring, IBM Token Ring)

– Backplane Bus (Sun Gigaplane, DEC AlphaServer8X00, SGI PowerPath-2)

(b) Direct Networks (Router-Based or Point-to-Point)

– Strictly Orthogonal Topologies

] Mesh: 2D-mesh (Intel Paragon), 3D-mesh (MIT J-Machine)
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] Torus (or ^ -ary 
 -cube): 1D unidirectional torus or ring (KSR first-level

ring), 2D bidirectional torus (Intel/CMU iWarp), 3D bidirectional torus

(Cray T3D, Cray T3E)] Hypercube (Intel iPSC, nCUBE)

– Regular Topologies: de Bruijn graphs, Kautz graphs, consecutive- � digraphs,

circulant graphs, Cayley graphs of certain groups, ...

– Other Direct Topologies: trees, generic graphs (which connect routers on the

Internet, e.g.)

(c) Indirect Networks (Switch-Based)

– Regular Topologies] Crossbar (Cray X/Y-MP, DEC GIGAswitch, Myrinet)] Multistage Interconnection Networks or MINs_ Blocking Networks: unidirectional MIN (NEC Cenju-3, IBM RP3),

bidirectional MIN (IBM SP, TMC CM-5, Meiko CS-2)_ Nonblocking Networks: strictly nonblocking (Clos), wide-sense non-

blocking, rearrangeably nonblocking (Beneŝ)

– Irregular Topologies (DEC Autonet, Myrinet, ServerNet)

(d) Hybrid Networks

– Multiple-Backplane Buses (Sun XDBus)

– Hierarchical Networks (Bridged LANs, KSR, the Internet)] Cluster-Based Networks (Stanford DASH, HP/Convex Exemplar)

– Other Hypergraph Topologies: Hyperbuses, Hypermeshes, ...
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1.2.1 Shared-Medium Networks

The most simple interconnection topology allows all parties to share a common medium,

such as copper wires, optical fibers, the air or a bundle of wires realized by printed lines

on circuit boards. Figure 1.1 shows typical examples of shared-medium networks. On

the left of the figure is a shared-medium bus, the right a shared-medium ring. The most

well-known real-world networks which use shared-medium topologies are the local area

networks (LANs), which include Ethernet, Token Bus and Token Ring. At a smaller scale,

processors sharing memories could all be interconnected using a backplane buses which

usually have 50 to 300 wires printed on circuit boards or by discrete (backplane) wiring.

A very important feature of shared-medium networks is that only one node can use

the network at a time. Thus, an arbitration mechanism is needed to decide who owes the

common medium at a given time. This mechanism is essentially the thing that distinguishes

different LAN technologies.

In contention buses like Ethernets, all nodes compete for a cable which allows collisions

to occur. Some probabilistic back-off strategy is enforced at each node until a node gains

access to the cable. This is possible since each node can “sense” if the cable is in use or

not. The throughput is about 35% on average, which is not every high. But Ethernets are

very popular due to its simplicity. Another plausible mechanism is to use time division

multiplexing (TDM), assigning a time slot to each node to avoid conflicts. This strategy is

very ineffective if applied blindly, but it is often used in combination with other strategies

to form some sort of hierarchical mechanism. Yet another mechanism is to periodically

query for nodes wanting access to the medium, and then assign time slots to these nodes,

minimizing the ineffectiveness of TDM yet eliminating the indeterministic nature of Aloha-

type mechanisms. We shall come back to this strategy in a later chapter.
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In token buses and token rings, a “token” (data packet) is passed from one node to

another according to a predefined protocol. The node holding the token has access to the

medium.

Much more detailed information on shared-medium networks can be found on any

typical networking and parallel computing books, see [103, 149], for example.

BUS

RING

Figure 1.1: Shared-Medium LANs

1.2.2 Direct Networks

In general, routers in the Internet form a network where a pair of directly connected routers

could communicate packets without going through other hops. This is a good example

of a direct network. Formally, a direct network could be viewed as a graph (directed or

undirected) whose nodes are programmable computers with their own memory, processor

and other functional units. Figure 1.2 shows a generic node architecture for our direct

networks. Although this architecture applies more to a node in multicomputers, not an

Internet router, it is sufficient for our purposes. As we have mentioned, the processor and

other units in a node makes the node intelligent, controlling the router for message routing.
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Processor Memory Other Units

Router

Input
Channels

Output
Channels

Figure 1.2: A generic node in direct networks

The router consists of a set of input channels and a set of output channels. Hence, we could

view the whole network as a directed graph where each edge goes from an output channel

of one node to an input channel of another node. When the channels are bidirectional, the

graph becomes undirected.

The biggest advantage of direct networks over shared-medium networks is scalability.

Adding more nodes into a shared-medium network decreases its throughput, which is not

the case with direct networks. There are many other advantages as well, such as perfor-

mance, incremental expandability, partitionability, ... Clearly, the superiority comes with a

cost. Direct networks are considerably more complex to handle. Distributed routing, fair

queueing, congestion handling are only a few issues.

Direct network topologies can be divided into three main classes: strictly orthogonal,

regular, and others.
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The definition of an orthogonal topology, as found in many engineering textbooks such

as [62], is not mathematically rigorous. Consequently, we shall not attempt to give the

definition here. Informally, orthogonal topologies consist of nodes which are members of`baBcEd _�_�_ d)`ba$e , and each link can be arranged in such a way that it produces a displacement

in a single dimension. The number 
 is called the dimension of the network. When ^@52%_�_�_ %f^hgi%f^ , the network is said to be ^ -ary. For example, the bidirectional ^ -ary 
 -cube

has node set
` g a , where there is a link between j and k iff j and k agrees in all coordinates

but coordinate l , in which k�mn%o�:j	mqpf�r�0��stY�u&^�� . The hypercube (or 
 -cube) is nothing

but a � -ary 
 -cube. Meshes and tori are other examples of orthogonal topologies.

Regular topologies are regular (directed or undirected) graphs. Some well-known reg-

ular topologies include the Kautz graphs [96], de Bruijn graphs [44], their generaliza-

tions [17, 92], consecutive- � digraphs [57], ... Figure 1.3 shows the consecutive- � digraph

�v�w���A���C�����B��� , whose precise definition shall be given in a later chapter.

A good theoretical resource on direct network topologies and related problems is [18].

The reader is also referred to [149] for routing and related issues. Direct networks are

sometimes referred to as point-to-point networks or router-based networks.

1.2.3 Indirect Networks

Indirect networks, also called switch-based networks or switching networks, form an impor-

tant class of interconnection networks. In this class of networks, the nodes are connected

via switches instead of directly to each other. An indirect network can be thought of as a

black box with > inputs and 
 outputs. In the classical sense (of telephone switching net-

works), the black box is configurable so that any one-to-one mapping between some subset

of inputs and some equal-sized subset of output is realizable. The one-to-one mapping rep-
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Figure 1.3: A direct network: the consecutive- � digraph �v�w�������C�������h�
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resents simultaneous communication requests between inputs and outputs. This model is

the unicast model, as opposed to the multicast model, where an input could request a set of

outputs as long as no conflict arises. We shall see later that in the case of optical networks,

more requirements could be imposed on the switching network, posing new challenging

problems.

Before elaborating more on this class of networks, let us first look at the most basic

components of switching networks: the crossbars and cross points as shown in figure 1.4.

An > d 
 crossbar is denoted by x K g with > inputs and 
 outputs, interconnected via

1

1

2

m

2 n

(a) Crossbar ynz e (b) A straight crosspoint (c) A bend crosspoint

Figure 1.4: Crossbar and crosspoint

>{
 cross-points as shown. Each crosspoint has two configurable states: the cross state and

the bend state. By setting the states of >{
 cross-points correctly, any one-to-one mapping

between inputs and outputs is realizable. Since there is a physical limitation on the number

of cross-points, for large networks the crossbars are not practical. Hence, researchers have

come up with switching network designs which implement a larger switch using smaller

crossbars. Figure 1.5 shows one sample of such design. The figure shows a typical example

of multistage interconnection networks (MINs), in which the crossbars are divided into

stages with crossbars at a stage having identical dimension (like � d � ), and crossbars at a
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|�}~| ��}!� |b}!�

inputs outputs

Figure 1.5: A � -stage interconnection network

stage can only be connected to crossbars at two adjacent stages. Irregular MINs are hard to

control, hence most MINs have regular connection pattern, such as the one shown in figure

1.6. We shall come back to this so-called Shuffle-Exchange networks in a later chapter.

000
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011
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110
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001

010

011

100

101

110

111

Figure 1.6: The � -stage Shuffle-Exchange network �w���~ "� #
Switching networks, besides many other larger scale applications, are crucial in the

designs of switches, be it telephony or optical. The classical reference on switching net-
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works is Beneŝ [14]. More recent developments could be found in Hwang [90], Du and

Hwang [60], Hui [85], and Hinton [79].

1.2.4 Hybrid Networks

Hybrid networks are networks whose topologies are combinations of several classes of

topologies. A hybrid network is shown in figure 1.7. In this network, the nodes are parti-

Cluster 1

Cluster Interconnection Network (CIN)

Cluster 0 Cluster 2 Cluster 3

Cluster 4 Cluster 5 Cluster 6 Cluster 7

Output
Star
Coupler

Input
Star
Coupter

Figure 1.7: A clustered based optical interconnection network

tioned into clusters where nodes in each cluster are connected using the simple star topol-

ogy. The stars, in turn, are interconnected via some direct topology called the cluster inter-

connection network (or CIN). The reason for this combination is clear: scalability. As the

networks become larger, it is practically impossible to impose any particular topology to

the nodes due to physical and geometrical constraints. It is much easier to implement some

sort of hierarchical or clustered-based topology in the whole network. The Internet, for

example, is a hybrid network where the LANs are connected using some shared-medium
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Shared-Medium Direct Indirect Hybrid

Application X

Transport/Network/Physical

Topological X X X X

Table 1.1: A tentative subdivision of research on interconnection networks

topology and interfaced to the rest of the network via routers or switches which are inter-

connected via a direct topology. In fact, the routers and switches have their own cluster

and hierarchy structure. Hyperbuses are another example of hybrid networks. Processors

and memories sharing a huge common bus makes the bus a bottle neck. Instead, a small

amount of processing elements could share a little bus, and the little buses are connected

to a larger bus and so on and so forth. Clearly these topologies scale well with the cost of

increasing the complexity of controlling the networks.

Several references on hybrid networks are in place. We mention only a few here:

Bermond et al. [20], Duato et al. [62].

1.3 Research on Interconnection Networks

Studies on interconnection networks could be roughly classified into different layers as

shown in table 1.3, where each cell in the table represents a rather large area of research.

The columns in the table represent different network layers. For each type of the topologies,

we could theoretically study the networks at each layer. Life would have been great if things

are this simple. However, in reality, different technologies and their combinations make

this table multidimensional. The layerings are different from one type of networking to
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another. The TCP/IP protocol stack, ATM protocol stack, optical network protocol stacks

are only a few of them. Moreover, the rows and columns of the table are interdependent in

a lot of cases. In a wide sense though, the three rows of the table are relatively independent,

enough for this table to be meaningful. The X’s in the table specify the places where the

problems addressed in this dissertation belong to.

At the application layer, we assume that the lower layers provide a set of services to

transmit data packets from one host to another. At this layer, there is no need to worry

about checksums or routing tables. All we have to do is to ask the lower layers to send one

packet from one host to another, given some minimal support for quality of service (QoS).

For example, TCP services ensure that the packet actually arrives at the destination, but

the delay time is theoretically unbounded; while UDP packets are to be sent without any

guarantee. Since the QoS requirements for some applications could be very strict, such

as multimedia applications, at the application layer we try to take advantage of the given

services and also try to satisfy the application’s QoS criteria. An example of this type of

studies shall be presented in a later chapter.

The middle layer actually consists of many smaller sublayers. We shall not attempt

to describe in details what type of studies there are on this layer, since the whole area is

very large. Roughly speaking though, this layer concerns with packet/message routing,

transmission at the bit level, physical and logical addressing of hosts, and so on, given

some (dynamic) network topology. Clearly this is an extremely large layer, as there are so

many different types of networks with diversely different physical and logical constraints.

At the larger scale we have IP, ATM, and optical networks; while at the smaller scale we

encounter multicomputer or multiprocessor systems.

At the topological layer, we study different topologies from a more theoretical point of
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view, addressing mostly abstract problems. More details on this layer shall be described

in the next section. As can be seen from table 1.3, this dissertation deals mostly with

topological issues.

1.4 The Topological Layer

In many theoretical disciplines, there are three main types of questions: (a) how good

can we do a certain thing ? (b) how do we actually do it in the optimal sense ? and (c)

how do we take advantage of this optimal solution ? Research at the topological layer of

interconnection networks is no exception. There are three main classes of problems to be

investigated. The first class concerns with determining how good such and such a network

can be designed. Secondly, we need to actually design a network which is as close to

optimal as possible. And lastly, generic routing algorithms are needed to take advantage

of the optimal designs. This dissertation addresses mainly problems from the first and the

second class. As we have mentioned and shall demonstrate later, this type of studies is very

rewarding from both the theoretical and practical perspectives. It should be obvious that

all these problems depend on the type of networks under consideration and the features we

want to achieve. Moreover, we also need to keep an eye on various trade-offs imposed on

the problem at hand, mostly due to practical reasons.

Given that the number of applications of interconnection networks is enormous, desired

features could vary greatly from one application to another, and from one topology to the

next. However, there are some common objectives for most applications:

� Connectivity: supports for large numbers of nodes and concurrent connections, sup-

ports for multicasting and broadcasting, ...
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� Performance: high throughput, small delay, low error rate, low processing load at

each node, adaptability to changing and unbalanced loads, efficient fault identifica-

tion and recovery, ...

� Structural features: scalability, modularity, fault tolerant, ...

� Simplicity/Cost effectiveness: balance between complexity and cost.

More specifically, we describe briefly some typical problems for each class of topologies

below. The problems are constrained by the desired features as mentioned above, and also

by some other topologically dependent features.

In shared-medium networks, the main problem is to come up with an efficient arbitra-

tion mechanism, which basically helps determine which node has access to the common

medium at a given time. Well-established protocols such as carrier-sense multiple access

with collision detection (CDMA/CD) for contention bus, or frequency/time division mul-

tiple access (FDMA/TDMA) for wireless networks are good examples of solutions to this

problem [98, 149].

For direct networks, most problems at the topological layer are graph theoretic prob-

lems. We often want networks with low diameter, low (average) node degree, small average

distance, large number of nodes, high degree of node/link connectivity, ...

Indirect networks require a distinct set of features, including nonblockingness, multi-

cast nonblockingness, multirate nonblockingness. There are three types of nonblocking

networks: strictly nonblocking, rearrangeably nonblocking, and wide-sense nonblocking.

We give here informal descriptions of these properties, leaving the formal definitions to the

specific chapters where the property is of concern. An indirect network is strictly nonblock-

ing iff for any existing valid configuration of the network which connects a set of inputs
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to a set of outputs, it is always possible to find a route from an idle input to an idle output

without disturbing the existing routes. When only rearrangeability is required, we are free

to rearrange the existing routes. In wide-sense nonblocking networks, we cannot disturb the

existing routes, but the new request has to be routed according to certain algorithm. Similar

description could be said about multicast nonblocking, in which case an input can request

a set of outputs. Optical networks pose new challenging problems. As multiplexing tech-

nologies such as time division multiplexing (TDM) and wavelength division multiplexing

(WDM) allow one link to carry multiple connections with different bandwidths. The three

types of nonblocking networks now need to be generalized to the multirate case, where

each request from an input to an output also specifies a bandwidth requirement. A link can

carry multiple channels as long as the total channel bandwidths does not exceed the link’s

capacity.

Hybrid networks were proposed mainly for their scalability. However, these networks

increase the overall complexity of the system. Hence, one of the main problems is to reduce

this complexity in some specific sense which is application dependent.

Studies on interconnection networks at the topological layer are very theoretical in na-

ture. More often than not, different mathematical areas provide elegant solutions to our

problems. Combinatorics, Algebra, and Graph Theory, in particular, are extremely useful.

On the other hand, these studies pose very interesting and challenging mathematical prob-

lems, which require us to develop new techniques in the corresponding mathematical area.

Algebraic Graph Theory, for example, has been expanded when we try to construct good

expander graphs, which originated from switching network problems [2, 4, 5, 124, 134].

The same could be said about the Probabilistic Method, Graph Theory, Linear Algebra,

Boolean Circuit Complexity, Coding Theory, ...
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Shared-Medium Indirect Direct Hybrid

Application Chapter 9

Topological Chapter 2 Chapters 3, 4, 5 Chapters 6, 7 Chapter 8

Corresponding Part I II III IV

Table 1.2: A road map to the rest of the chapters

1.5 Dissertation Outline

It should be noted again that all the problems in this dissertation, despite their practical

roots, are often formulated at a much more theoretical level. Many problems involve out-

standing and very interesting mathematical conjectures. The generality usually makes the

problem easier to solve. Moreover, general problems have potential applications to differ-

ent areas, as we shall see.

Except the last chapter, each of the remaining chapters of the dissertation has roughly

four main parts: overview, preliminaries, main results, and discussions. The “overview”

section defines the problem and gives an account of related works. The “preliminaries”

section gives detailed formulation and define notations, terminologies, and formally quote

related results. Our main results of each chapter are either presented in the “main results”

section, or in several sections after the preliminaries. The “discussions” section summa-

rizes the results and gives potential future investigations.

In view of the subdivision of studies on interconnection networks as shown in table 1.3,

table 1.5 shows us where the rest of the chapters fit into the big picture. The main chapters

of the dissertation is divided into four parts depending on the type of topologies addressed.

Specifically, the following describes the topic of each chapter in more details.
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Chapter 2 concerns a particular arbitration mechanism for share-medium networks. As

it turns out, this mechanism could be formulated precisely as an non-adaptive combinato-

rial group testing problem, which is obviously much more general. The chapter went on to

propose a new error tolerant non-adaptive pooling design, which is the first design to toler-

ate a non-constant number of errors. This is exactly what we have stressed several times:

applications of general solutions to different areas. Non-adaptive group testings have direct

applications to DNA library screening and data mining.

Chapter 3 addresses the famous Beneš conjecture. In the early 60’s, Beneš conjectured

that ��
RP�� stages are sufficient for the Shuffle-Exchange network with � g inputs and

� g outputs to be rearrangeable. The problem can be formulated in many different ways,

from group theoretic, graph theoretic to linear algebraic formulations. The conjecture is

very difficult and has not been proved yet. People have tried to improve the bound on

this minimum number of stages by a small amount after every decade or so. Each of the

improvement requires a new technique. As often the case in Mathematics, some sort of

combination of such techniques shall eventually helps prove the conjecture. This chapter

improves the 12 year old bound further with a new technique, fitting to the line of research

thus far.

Chapter 4 deals with another conjecture on the multirate rearrangeability of the sym-

metric Clos networks. The conjecture was made by Chung and Ross in 1991. The progress

has also been slow. This chapter, like the previous one, improves the bounds for the func-

tion under investigation. This problem could be formulated as a generalized edge coloring

problem for bipartite graphs, which somehow escaped the literature.

Chapter 5 links a conjecture of Hwang and Lin (1995) on the multicast rearrangeability

and nonblockingness of the Clos network to several other conjectures, including one by
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Paul Erdős. We shall make several generalizations of Erdős conjecture and proves some

special cases.

Chapter 6 characterizes the connectivity of the consecutive- � digraphs. These are a very

general class of directed topologies, which generalizes the well-known Kautz digraphs and

de Bruijn digraphs. These digraphs have been proved to be the best in terms of diameter

given the maximum degree and the number of nodes. Hence, it is useful to characterize

their connectivity, a measure of fault-tolerance. It is shown that these graphs almost always

have maximum possible connectivity. We also show how to modify these graphs to reach

maximum connectivity in the cases where the maximum is not reached.

Chapter 7 fills the gap on a wrong proof of a conjecture about the maximum reliability

of the cyclic consecutive- ^ -out-of- 
 : G system. This system represents a ring topology.

Chapter 8 is about a problem on the scalability of optical networks. The problem could

be formulated as a generalized version of the vertex coloring problem. The chapter im-

proves significantly several known bounds on this generalized chromatic number for the

hypercube, using techniques from Coding Theory.

Chapter 9 is the only chapter at the application layer, proposing a new protocol for

reducing consecutive losses in multimedia streaming. The heart of the solution is a purely

combinatorial theorem. Experimentally, we also show that the new protocol improves

significantly the perceptual quality of the transmitted stream.

Lastly, chapter 10 summarizes the dissertation and discusses future works in a broader

context.
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Shared Medium Networks
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Chapter 2

Conflict Resolution Algorithms and Error-Tolerant

Non-adaptive Group Testing

This chapter first introduces a class of arbitration mechanisms for multiaccess communi-

cations called conflict resolution algorithms. The algorithms are linked directly to group

testing, non-adaptive group testing in particular. We then propose a new error-tolerant non-

adaptive pooling design, which is the first in the literature to tolerate more than a constant

number of errors (linear in this case).

2.1 Overview

2.1.1 Conflict Resolution Algorithms

Figure 2.1 shows a generic model for multiaccess channels (also called multiple access

channels or multiple access communications), in which a set of users share a common

channel for communication. The channel could be a single cable in contention buses

or the air in wireless networks. Protocols such as CSMA/CD for contention buses, or

FDMA/TDMA for wireless channels are well established technologies [149]. Although

collisions do not occur with CSMA/CD once a user has seized the channel, they can still

occur during the contention period. Clearly the collisions worsen the system performance,

especially when the propagation delay is large and each data unit is small, which is exactly

23
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Shared Channel
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Figure 2.1: A generic model for multiaccess channels

the case with optical networks. Consequently, other methods which avoid collisions have

been proposed. These algorithms are often named Conflict Resolution Algorithms (CRAs).

The reader is referred to [121] for detailed descriptions and performance analyses of differ-

ent CRAs. The first CRAs were first proposed almost simultaneously by several authors:

Capetanakis [35–37], Tsybakov and Mikhailov [152], and Hayes [77]. Later, Berge et

al. [16] and Wolf [165] noted that the idea is the same as that of group testing (see next

subsection).

There are several models of multiple access communications in which non-adaptive

group testing applies, one of which is as follows. (For another model, see Colbourn, Dinitz

and Stinson [43].) Assume that data units have the same length and can be transmitted in

one time slot. An arbitration method is to do the scheduling in epochs. At the start of an

epoch, the users are to be classified as active or inactive as whether they have a message

to send at that moment. An inactive user remains inactive even if the user generates some

message during the epoch. Once all active users are known, we can arrange them to differ-

ent time slots and no bandwidth is wasted. The epoch ends when all currently active users

have used up their time slots. To determine the set of active users at the beginning of each

epoch, some central device sends out group queries. Each query ask each member of the

corresponding group of users to send a bit out if the user is active. If no user in the group
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is active, then the channel is silent. Otherwise, the device senses some signal. The queries

could be adaptive in the sense that the second query could be dependent on the returned

result of the first query. If the device is not as smart, a predetermined set of queries are

sent out every time, in which case the algorithm is called non-adaptive. In some cases,

there could be noises in the channel which makes the device mistaken a silent response

with a signal response and vice versa. Consequently, it would be nice for the algorithm to

be able to tolerate several errors. It is possible to assume that no more than some number

of users want to transmit that the same time, as otherwise the channel sharing would be

very ineffective in the first place. It shall be clear that this type of querying algorithms is

nothing but non-adaptive error-tolerant group testing algorithms as described below.

2.1.2 Group Testing

The basic problem of group testing is to identify the set of defectives in a large population

of items. As it is becoming more standard to use the term positive instead of defective, we

shall use the former throughout the chapter. We assume some testing mechanism exists

which if applied to an arbitrary subset of the population gives a negative outcome if the

subset contains no positive and positive outcome otherwise. Objectives of group testing

vary from minimizing the number of tests, limiting number of pools, limiting pool sizes to

tolerating a few errors. It is conceivable that these objectives are often contradicting, thus

testing strategies are application dependent.

Group testing algorithms can roughly be divided into two categories : Combinatorial

Group Testing (CGT) and Probabilistic Group Testing (PGT). In CGT, it is often assumed

that the number of positives among 
 items is equal to or at most � for some given positive

integer � . In PGT, we fix some probability � of having a positive. Group testing strategies
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can also be either adaptive or non-adaptive. A group testing algorithm is non-adaptive if

all tests must be specified without knowing the outcomes of other tests. A group testing

algorithm is error tolerant if it can detect or correct some
�

errors in test outcomes. Test

errors could be either �v� � , i.e. a negative pool is identified as positive, or ��� � in the

contrast.

In this chapter, we propose two new classes of non-adaptive and error-tolerant CGT

algorithms. Non-adaptive algorithms found its applications in a wide range of practical

areas such as DNA library screening [12, 32], besides multiple access communications

described above. For a general reference on CGT, the reader is referred to a monograph by

Du and Hwang [59]. Recently, Ngo and Du [123] gave a survey on non-adaptive pooling

designs.

The rest of the chapter is organized as follows. Section 2.2 presents basic definitions,

notations and related works. Section 2.3 provides our results and section 2.4 concludes the

chapter.

2.2 Preliminaries

Throughout this chapter, for any positive integer � we shall use ����� to denote �E�������A�����$�q� .
Also, given any set x and ^���� , ��� a�� denotes the collection of all ^ -subsets of x . Natu-

rally, �����q%1� and ��� aE� %'� if ^{��� x�� .
2.2.1 The Matrix Representation

Consider a � d 
���� -matrix   . Let ¡!m and 9�¢ denote row l and column £ respectively.

Abusing notation, we also let ¡!m (resp. 9�¢ ) denote the set of column (resp. row) indices

corresponding to the � -entries. The weight of a row or a column is the number of � ’s it has.
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Definition 2.1.   is said to be � -disjunct if the union of any � columns does not contain

another column.

A � -disjunct � d 
 matrix   can be used to design a non-adaptive group testing algorithm

on 
 items by associating the columns with the items and the rows with the pools to be

tested. If  Sm¤¢Q% � then item £ is contained in pool l (and thus test l ). If there are no

more than � positives and the test outcomes are error-free, then it is easy to see that the test

outcomes uniquely identify the set of positives. We simply identify the items contained in

negative pools as negatives (good items) and the rest as positives (defected items). Notice

that � -disjunct property implies that each set of at most � positives corresponds uniquely

to a test outcome vector, thus decoding test outcomes involves only a table lookup. The

design of a � -disjunct matrix is thus naturally called a non-adaptive pooling design. We

shall use this term interchangeably with the long “non-adaptive combinatorial group testing

algorithm”.

Let �2��¥���D

� denotes the set of all subsets of 
 items (or columns) with size at most

� , called the set of samples. For
� �I�¦��¥�	��

� , let F�� � � denote the union of all columns

corresponding to
�
, i.e. F�� � ��%J§ mZ¨�© 9ªm . A pooling design is

�
-error-detecting (correcting)

if it can detect (correct) up to
�

errors in test outcomes. In other words, if a design is
�
-error-

detecting then the test outcome vectors form a � -dimensional binary code with minimum

Hamming distance at least
�2« � . Similarly, if a design is

�
-error-correcting then the test

outcome vectors form a � -dimensional binary code with minimum Hamming distance at

least � �ª« � . The following remarks are simple to see, however useful later on.

Remark 2.2. Suppose   has the property that for any
� � �=¬ �­�¦��¥�	��
\�"� �S®% �A¬

, Fv� � � and

Fv� �A¬ � viewed as vectors have Hamming distance ¯'^ . In other words, ��Fv� � �
°±Fv� �=¬ �r��¯'^
where ° denotes the symmetric difference. Then,   is �w^~PT��� -error-detecting and ² a L 57Q³ -
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error-correcting.

Remark 2.3.   being � -disjunct is equivalent to the fact that for any set of � « � distinct

columns 9�¢w´A�A������9�¢�µ with one column (say 9U¢w´ ) designated, 9U¢�´ has a � in some row ¡
where all 9�¢·¶ ’s, �¹¸º^{¸­� contain � ’s.

2.2.2 Related Works

Previous works on error-tolerance designs are those of Dyachkov, Rykov and Rashad [64],

Aigner [1], Muthukrishnan [122], Balding and Torney [13] and Macula [113, 114]. Dy-

achkov, Rykov and Rashad [64] derived upper and lower bounds for the test to item ratio

given the number of tolerable errors, maximum number of positives, and the size of the

population. Aigner [1] and Muthukrishnan [122], discussed optimal strategies when ��%��
and the number of errors is small, although in a slightly more general setting where each

test outcome could be » -ary instead of binary. Balding and Torney [13] studied several

instances of the problem when �0¸I� . In some specific case, they showed that an optimal

strategy is possible if and only if certain Steiner system exists. In [114] Macula showed

that his construction is error-tolerant with high probability, while in [113] he constructed�
-error-tolerant � -disjunct matrices for certain values of

�
.

On construction of disjunct matrices, the most well-known method is to construct the

matrix from set packing designs. This method was introduced by Kautz and Singleton [97]

in the context of superimposed codes. A ¼ - �:�q��^8��½¾� packing is a collection ¿ of ^ -subsets

of ����� such that any ¼ -subset of �¤��� is contained in at most ½ members of ¿ . When ½W%I� we

can construct a � d � ¿S�*� -disjunct matrix   from a ¼ - �:�¾�B^8���r� packing if ^{���¾�:¼\PÀ�r� . We

simply index   ’s rows by members of ����� and   ’s columns by members of ¿ , where there

is a � in row lU�À�¤��� and column ÁÂ�&¿ iff lM�?Á . Little is known about optimal set packing
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designs except for the case ¼ÄÃÅ� (see, for example, [23, 123] for more details). Besides

taking results directly from Design Theory, other works known on directly constructing

� -disjunct matrices are those of Macula [112], Dýachkov, Macula, and Rykov [63].

2.3 Main Results

We first describe our � -disjunct matrices. Given integers >Æ¯I^��J�Ç¯Å� . A matching of

size È (i.e. it has È edges) is called an È -matching.

Definition 2.4. Let  É��>?�B^8�B��� be the �C� -matrix whose rows are indexed by the set of all

� -matchings on Êv7 K , and whose columns are indexed by the set of all ^ -matchings on

Êt7 K . All matchings are to be ordered lexicographically.  É��>?�B^8�B��� has a � in row l and

column £ if and only if the lwËÍÌ¦� -matching is contained in the £�ËÍÌ2^ -matching.

For » being a prime power, let Î@Ï denote �ÐÁ��:»�� . Let ÑÓÒ zÔ Õ\Ö denote the set of all È -dimensional

subspaces ( È -subspaces for short) of the > -dimensional vector space on Î
Ï .
Definition 2.5. Let  ×Ï��:>?��^8�B��� be the ��� -matrix whose rows (resp. columns) are indexed

by elements of Ñ Ò zÔØ Ö (resp. Ñ Ò zÔa Ö ). We also order elements of these set lexicographically.

 �Ï���>?��^¾�B��� has a � in row l and column £ if and only if the lÙËÍÌ�� -subspace is a subspace of

the £�ËÍÌ2^ -subspace of Î K Ï .

We now show that  É�:>?��^8�B��� and  ×Ïr��>?��^¾�B��� are � -disjunct.

Theorem 2.6. Let Ú@��>?��È��U%-� 7 K7 Õ �8Û 7 ÕÓÜÞÝ7Ùß ÕàÝ , �v%1Ú\�:>?�B��� , and 
Q%'Ú@��>?��^�� . For >á¯J^&�º�W¯
� ,  É��>?��^¾�B��� is a � d 
â� -disjunct matrix with row weight Ú@��>oP��	��^tP���� and column

weight � a Ø � .
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Proof. It is easy to see that Ú@��>?�BÈ�� is the number of È -matchings of ÊÇ7 K . Thus,  Â��>?��^8�����
is a � d 
 matrix with row weight Ú@��>ãPR�q�B^�PR��� and column weight � a Ø � .

To show  É�:>?��^8�B��� is � -disjunct, we recall Remark 2.3. Consider � « � distinct

columns 9�¢ ´ �B9�¢ c �����A�D9�¢ µ of  É��>?�B^8�B��� . Since all these columns are distinct ^ -matchings,

for each lM�R�¤��� there exists an edge
� m of Êv7 K such that

� mä�â9�¢ ´6å 9�¢wæ . Hence, there exists

a � -matching ¡�çè9M¢ ´ which contains all
� m ’s. To form a row ¡ in which 9M¢ ´ has a � and

no other 9M¢wæ has, we simply add more edges in 9U¢ ´ to the set � � m�é¾l2�'������� until we get a

matching of cardinality � . Obviously, ¡ ®ç­9�¢wæ , ê8lU�R�¤��� , so 9M¢ ´ has a � in row ¡ where all

other 9M¢wæ contains � .
Theorem 2.7. Let Ñ K Õ Ö Ï éë% Û Ï z L 5 Ü Û Ï z8ì c L 5 ÜÞí�í�í Û Ï z8ì ß¤î c L 5 ÜÛ Ï·ß L 5 Ü Û Ï·ß ì c L 5 Üïí�í�í Û Ï L 5 Ü , �Â% Ñ K Ø Ö Ï , and 
o% Ñ K a Ö Ï . For

> ¯ð^ñ�ã�ò¯ó� ,  �Ïr�:>?��^8�B��� is a � d 
Q� -disjunct matrix with row weight Ñ KML Øa L Ø Ö Ï and

column weight Ñ a Ø Ö Ï .
Proof. It is standard that the Gaussian coefficient Ñ K Õ Ö Ï counts the number of È -subspaces of

Î K Ï (see, for example, Chapter 24 of [153]). The weight of any column 9 of  RÏ���>?�B^8�B���
is the number of � -subspaces of 9 , hence it is Ñ a Ø Ö Ï . The weight ôõ��¡¹� of any row ¡ is the

number of ^ -subspaces of Î K Ï which contains the � -subspace ¡ . To show ôõ��¡¹��%ÆÑ KUL Øa L Ø Ö Ï ,
we employ a standard trick, namely double counting. Let ö8��>?�B^8�B��� be the number of

ordered tuples ���E5"�������\�D� a L Ø � of ^ÇP­� vectors in Î K Ï å ¡ such that each ��m is not in the

span of ¡ and other ��¢ ’s, £ ®%1l . Notice that � Î K Ï ��%1» K and ��¡���%1» Ø . Counting ö8��>?��^¾�B���
directly, there are » K P�» Ø ways to choose ��5 , then » K PQ» Ø O 5 ways to choose ��7 and so on.

Thus,

ö8��>?��^8������%���» K PÀ» Ø �A��» K PÀ» Ø O 5 �@��������» K PÀ» a L 5 � (2.1)
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On the other hand, ����5"���A���\��� a L Ø � can be obtained by first picking a ^ -subspace 9 of Î K Ï
which contains ¡ in ôõ��¡¹� ways, then ����5B�������
��� a L Ø � is chosen from 9 å ¡ in ö8�w^8��^¾�B���
ways. This yields

ö8��>?��^¾�B����%'ôÄ��¡¹�$ö8�w^8�B^8�B��� (2.2)

Combining (2.1) and (2.2) gives ôõ��¡¹�!% Ñ KML Øa L Ø Ö Ï as desired. The fact that  òÏ��:>?��^8�B��� is

� -disjunct can be shown in a similar fashion to the previous theorem.

The following lemma tells us how to choose ^ so that the test to item ratio ( ÷g ) is minimized.

The proof is easy to see and we omit it here.

Lemma 2.8. For È goes from � to > , we have

(i) The sequence Ú@��>?�BÈ�� is unimodal and gets its peak at È
%ø²Þ>ðPèù K;O 571³ .
(ii) The sequence Ñ K Õ Ö Ï is unimodal and gets its peak at È\%ú² K 78³ .

Before exploring further properties of  Â��>?��^8����� , we need a definition and a lemma.

Definition 2.9. Let 9M¢w´A��9�¢ c �A������9�¢�µ be any � « � distinct columns of  É��>?��^¾�B��� . A � -
matching ¡ is said to be private for 9�¢w´ with respect to 9M¢ c ���A���D9�¢�µ if ¡��â9M¢�´ å § mû¨hü Ø·ý 9�¢wæ .
Let �þ��9M¢�´AÿB9�¢ c �������39�¢�µ*� denote the number of private � -matchings of 9ª¢�´ with respect to

9�¢ c �������D9�¢ µ .
Lemma 2.10. Given integers >á�º�W¯�� and any labeled simple graph � with �������i�r��%
> and ���W��������%Â� . Then, the number of vertex covers of size � (or � -covers for short) of

� is at least � « � .
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Proof. Decompose � into its connected components. Suppose �W5B�������
�B��� are connected

components which are not trees, and � ¬ 5 �������
��� ¬� are the rest of the components. Isolated

vertices are also considered to be trees, so that � ¬m is a tree for all l�����kE� . For lU%��h������� j ,

let �=m�% �������¹mÞ�r� and
� mª%á� �W���~m:��� . For l2%o�������A�Dk , let � ¬m %á������� ¬m ��� and

� ¬m %á� �W��� ¬m ��� .
The following equations are straight from the definitions :

�
mZ¨hü � ý �rm « �mZ¨�ü � ý � ¬m % > (2.3)�
mZ¨�ü � ý � m « �mZ¨�ü � ý � ¬m % � (2.4)

hence,

�Ä¸ �
mZ¨�ü � ý � m¾P �mû¨hü � ý �rm\%­kõP­�:>ðPÀ��� (2.5)

Observe that for any connected simple graph � , picking any �������â�r��PJ� vertices out of�v���?� gives us a vertex cover. Hence, the number of �B���v���?����P­�r� -covers of � is at least

�
	 � Û
� Ü 		 � Û
� Ü 	 L 5 � % �������?�r� . To this end, notice that a � -cover of � could be formed by two

methods as follows.

(a) Method 1. For each l!�J��j	� , pick in �hm ways a �:�=m
P'�r� -cover for �¹m , then cover all

other �/¢ , £ ®%èl , with all of their vertices. We have used up ��� mZ¨�ü � ý �=mÞ�MP­� vertices,

and need �¦P×��� mZ¨hü � ý �rm:� « � more to cover all edges of the � ¬m ’s. Firstly, there should

be enough number of vertices left. Indeed,

�
mZ¨hü � ý � ¬m %­>ðP �mZ¨�ü � ý �=mþ¯­� « �¦P �mZ¨�ü � ý �=mÙ�
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Secondly, since each � ¬m can be covered by � ¬m P � vertices, to cover all � ¬m ’s we need

at most � mû¨hü � ý �:� ¬m P ��� vertices. Equations ����� and ����� assure that

�
mZ¨�ü � ý �:� ¬m P �r��%º> P �mZ¨�ü � ý �rm8PÀkvÃ � « �¦P �mZ¨�ü � ý �rm·�

In conclusion, this method gives us at least ��� �m��85 �=mÞ�ä� -covers for � .

(b) Method 2. This time, we are greedier by first taking all vertices in �Äm ’s, l¹�I� j	� to

cover them. Then, �±%Æ�ÇP�� mû¨hü � ý �rm more vertices are needed to cover the rest.

These � vertices can be chosen as follows. For each ��> Pñ��� -subset � of ��k�� , cover

each � ¬m ��l���� with � ¬m P0� vertices, then cover each � ¬m ��l����� using all of its vertices.

Indeed, the total number of vertices used is

�
mZ¨�� ��� ¬m P �r� « � m��¨�� � ¬m % �

mZ¨�ü � ý � ¬m PJ���Ç��%É��>ãP ��
m��85 �=m:�;P­��> PÀ���U%��	�

Moreover, obviously there are at least � mZ¨�� � ¬m ways to pick � -covers for each partic-

ular � . In total, the number of � -covers formed by Method 2 is at least
��\¨ �! "�#z8ì µ � $mZ¨�� � ¬m .

Noticing that kW¯ >ãPR�v¯f� , we have
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��
¨ �  "�#z8ì µ � $mZ¨�� � ¬m % ��
¨ �  "�#z8ì µ � $mZ¨�� � � ¬m « �r�
¯ �

mZ¨�ü � ý � ¬m «&% k>ãPR�('
¯ � �mZ¨hü � ý � ¬m PòkC� « ��kõPò> « � « �r�
% � « �¦P �mZ¨�ü � ý �=m

Hence, methods 1 and 2 combined yields at least ��� « ��� different � -covers for � .

Theorem 2.11. Given >Æ�J�Ç¯Å� , and any set of � « � distinct columns 9ª¢w´��B9�¢ c �����A��9�¢ µ
of  É�:>?��>?�B��� , then �6��9M¢w´*ÿB9�¢ c �������D9�¢ µ �b¯­� « � .
Proof. Observe that for each lM�R�¤��� , 9U¢w´*)09�¢wæ is a loopless multigraph which is � -regular.

In fact, 9M¢w´+)S9�¢wæ consists of cycles with even lengths. Moreover, 9ª¢w´ ®%�9�¢�æ implies that

9�¢w´,)&9�¢wæ must have a cycle of length at least � ; consequently, ��9ª¢w´ å 9�¢wæ��E¯º� , ê8lM�R�¤��� .
For each lM�R�¤��� , choose arbitrarily �/m,-­9�¢w´ å 9�¢wæ so that � �¦mD�h%1� . Let � be the graph

with �v���i�M%'9�¢w´ , �W���i�M%è�=�!5"�������3� Ø � . Then, � is a simple graph having > vertices and

¸Å� edges. ���W�������
¸Å� because the �2m ’s are not necessarily distinct. Any � -subset ¡ of

9�¢w´ such that ¡/.×�¦m ®%o� , ê8l is a private � -matching of 9U¢w´ with respect to 9U¢ c �����A��9�¢�µ .
Note that ¡ is nothing but a � -cover of � . To show �6��910�ÿB9/5����A����9 Ø �Ä¯ã� « � , we shall

show that the number of � -covers of � is at least � « � . Since adding more edges into �
can only decrease the number of � -covers, we can safely assume that � has exactly � edges

and apply Lemma 2.10.

Corollary 2.12. Given integers >ó�±��¯f� , the following holds :
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(i)  É��>?��>?����� is � -error-detecting and ² Ø 7 ³ -error-correcting.

(ii) Moreover, if the number of positives is known to be exactly � , then  É��>?�D>?�B��� is

���h� « �r� -error-detecting and � -error-correcting.

Proof. For any
� � ��¬ �Q�¦��¥����

��� �v®% �A¬ , without loss of generality we can assume there exists

9�¢w´¦� � å �A¬ . Theorem 2.11 implies � F�� � �	°ÀFv� ��¬ �r�E¯­� « � , hence Remark 3.18 shows ��l·� .
If the number of positives is exactly � , we need to only consider � � ��%Å� ��¬ �h%º� ; hence there

exist 9�¢w´¦� � å �A¬ and 9 ¬¢w´ � �A¬ å � . This time, Theorem 2.11 implies � F�� � ��°vF�� �r¬ ���E¯º�h� « � .
Again, Remark 3.18 yields �:lwlÙ� .
Corollary 2.13. Given integers > �o�±¯ � , then there exists a binary error-correcting

code of dimension Ú@��>?�B��� and size ��2 Û K43 K ÜØ � with minimum Hamming distance �h� « � .
Proof. The code can be constructed by taking all the unions of � columns in  É��>?��>?����� .
Clearly, it is �w�h� « �r� -error-detecting and � -error-correcting.

Borrowing an idea from Macula [114], we get the following algorithm which uses

 É�:>?��^8���h� for the at most � positive problem, and show that with very high probability,

our algorithm gives the correct answer. Notice that each row of  É�:>?��^8���h� is a � -matching

consisting of some two parallel edges � � 5"� � 7�� of Êt7 K . We pay attention to  É��>?��^¾�����
because it has good ÷g ratio.

Algorithm 2.14. Use  É��>?�B^8����� to design the pools as usual. For each edge
� �?����Ê07 K �

such that the total number of positive outcomes involving
�

is ^õP � , i.e.

�ë��� � � � ¬ �õé the test � � � � ¬ � is positive �	��%J^õP����
identify the item

9è%f� � �5)S� � ¬ é�� � � � ¬ � is positive �
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as a positive.

Theorem 2.15. Algorithm 2.14 gives correct answer with probability Fv��>?��^8����� where

F��:>?��^8�B���ª¯ 67 � a¢8�85 �$PÐ�r� ¢ O 5 � a¢ � ��95: æ<; ´3Û L 5 Ü æ � : æ � 2 Û KML m 3 a L m ÜØ L 5 �
��2 Û K=3 a Ü L 5Ø L 5 � >? Ø

For example, F���.C�A@C�CB���¯DBh.C� �FE . This means that we could use  É��.C�C@C�AB�� , which has

dimension ���G@�� d ��.GBC��.FB���� , to find at most B positives in a population of ��.GB���.GB���� items

using only ���H@�� tests with Bh.C� �FE chance of success.

Proof. Given a set of � distinct columns 9�¢ c �B9�¢�I*�����A��9�¢ µ . An edge
� �?�W��Ê�7 K � is called a

mark of 9�¢wæ if
�

is a private � -matching of 9U¢wæ with respect to �=9U¢ ß �BÈþ�R����� å �rl3��� , in which

case 9M¢wæ is said to be marked. If 9M¢wæ is marked by
�

then exactly ^~PÀ� tests involving
�

and

another edge in 9M¢wæ is positive. Consequently, Algorithm 2.14 gives correct answer if the

set of � positives is a marked set, namely every element is marked.

The probability that Algorithm 2.14 gives a correct answer is thus the probability that

a random � set of columns of  Â��>?��^8�B��� is marked. For a fixed 9�¢ c , there are � 2 Û K=3 a Ü L 5Ø L 5 �
ways to pick the other �ÐP � columns. Let x�m be the event that 9bm is marked relative to the

other �ÐP � columns, then

F��:>?��^8�B���n%1Fv�:x{5 �3Fv�:xt7h� x{53�$F��Þxt h� x{5��Dxt7��@�A����¯I��Fv�:x{53�3� Ø �
To calculate F��Þx053� , we count number of ways to pick �tPJ� columns other than 9ª¢ c

such that 9�¢ c is marked by some
� �­9M¢ c . Let J/m be the collection of all ��� PJ�r� -sets of

columns other than 9U¢ c such that
� mþ�?9�¢ c marks 9�¢ c with respect to J)m . The answer is then
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� § �KJ/mw���?¸ðlÄ¸ ^¾�	� . This number can be obtained by applying the inclusion-exclusion

principle twice. Dividing it by � 2 Û K=3 a Ü L 5Ø L 5 � gives us F��ÞxÇ5$� and proves the theorem.

2.4 Discussions

We have given the constructions of two different classes of pooling designs. Firstly,  É��>?�B^8�B���
has good performance when the number of positives is small comparing to the number of

items. Deterministically, a larger ratio of positives to items is sometime preferred. Prob-

abilistically, however,  É��>?�B^8����� could be used to solve the �¦�¾¥����

� problem with very

high probability of success. The main strength of this construction is that  Â��>?��>?�B��� is � -
error-detecting.  ×Ïr��>?�B^8�B��� is the » -analogue of the construction given by Macula [112].

An interesting question is: “what is the » -analogue of a matching?”

One could think of several different variations of the matching idea. For example,

a possible generalization is to index the rows (columns) of a matrix  É�:>?��^8�B�	�BÈ�� with

all graphs having � ( ^ ) edges whose vertex degrees are ¸-È .  É��>?��^¾�B��� is nothing but

 É�:>?��^8�B�	����� . Further investigations in this direction might lead to better designs.

Lastly, in reality given a specific problem with certain parameters, > and ^ have to be

chosen appropriately to suit one’s need. More careful analysis need to be done to help pick

the best > and ^ given 
 , � and/or any other constraints from practice. We need some

reasonably good asymptotic formulas to estimate them.
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Chapter 3

Rearrangeability and the Beneš Conjecture

3.1 Overview

3.1.1 Rearrangeability

A standard question to be addressed on any indirect interconnection network is that if the

network is rearrangeable. An , -input , -output network is rearrangeable if and only if any

one to one mapping from the inputs to the outputs is routable by the network. Universality

is another term that is often used synonymously with rearrangeability.

The notion of rearrangeability is fundamental from both the theoretical and practical

point of view. Practically, any space switching device such as telephone switches [14] and

optical cross-connects [79] (OXCs) has an internal rearrangeable network. Theoretically,

the notions of expanding graphs (superconcentrators, concentrators and expanders) [132,

133] come from rearrangeable networks. During the past 30 years, the wave of research

on the complexity of switching networks, central around expanding graphs, has enriched

many areas of Theoretical Computer Science and Mathematics, such as Boolean Circuit

Complexity, Algebraic Graph Theory, Probabilistic Method, ... The number of related

publications is too large to be cited here. The reader is referred to Pippenger [134] and

Ngo and Du [124] for further information.

39
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3.1.2 Shuffle-Exchange Networks

Shuffle-Exchange networks (SE networks for short) were initially proposed by Stone (1971,

[148]) to be an efficient interconnecting architecture for parallel processors. Various ap-

plications, especially from the field of parallel computing, have benefited from this inter-

connecting pattern. The literature on SE networks is enormous, we mention a few ap-

plications here. Many useful networks are topologically equivalent to SE networks, such

as the data manipulator, flip networks, regular Banyan networks, Omega networks, indi-

rect binary 
 -cubes, ... [101, 105, 126, 128, 166]. They have been proposed as the primary

memory system for array processors accessing slices of data [105]. The SE connection

pattern could be used for Fast Fourier Transform, polynomial evaluation, sorting, matrix

operations [120, 148]; for solving 2 and 3-dimensional PDEs, radix-2 FFT, matrix multi-

plications [130]; for 2-dimensional convolution in image processing [65]; as fault-tolerant

MIN [31, 102, 156]; as self-routing networks of linear permutations [84, 136]; for packet

and message routings [131]; and for multicasting [107].

As SE networks consist of SE stages, let us first introduce the notion of an SE stage.

For each natural number 
 , let , %�� g . Each �M�¦g stage includes a perfect shuffle pattern

followed by an array of L 7 � d � crossbars. Figure 3.1a shows ���/ . For convenience,

we number the inputs, outputs and binary switches in binary format as shown. Each input

jM06�����$j	g is connected to the switch numbered jþ58�����3j	g . We put a bar on top of a sequence

of variables to signify the fact that it is a binary representation. The connection pattern

is called a perfect shuffle because it is like shuffling two halves of a card deck so that the

cards from two halves interleave perfectly. Recall that each binary switch has two valid

states: crossing or straight, making � L �·7 %ó� 7 e ì c possible one-to-one perfect matchings

between the inputs and the outputs. Part (b) of the figure shows one setting of the switches
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Figure 3.1: A Shuffle-Exchange stage with parameter � : �M�! 
in which ����� is mapped to ���C� , �h��� to ����� and so on. Each matching could be thought of as

a permutation on ��,Ç�\%f�E�������A�A�B,Q� . The matchings form a subset of the symmetric group

of order , . (For group theoretic and algebraic notions, see the classic book by Artin [11].)

Let N be the permutation defined by the perfect shuffle, and � be the subgroup of � L
defined by the switches, then the set of permutations defined by ���~g is the left coset N
�
of � .

A ^ -stage SE network with parameter 
 , denoted by ���M�)gh� a , is a network with , inputs

and , outputs, consisting of ^ consecutive �M�/g stages. A typical drawing of a � -stage SE

network with 
&%'� (i.e. �����2(*�3+ ) is shown in Figure 3.2.

3.1.3 The Beneš Conjecture

In the context of SE networks, a long standing question was that how many SE stages are

necessary and sufficient for an SE network to be rearrangeable. In fact, it is not entirely
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Figure 3.2: The � -stage SE network for 
&%'� , i.e. ���M�/("�3+
clear that increasing the number of stages would increase the rearrangeability of an SE

network. For convenience, let us use >S�:

� to denote the minimum positive integer so that

���M��g�� K Û g Ü is rearrangeable. Beneš conjectured in 1962 and published in 1975 [15] that

��
SPè� SE stages is necessary and sufficient to route all ,PO perfect matchings from the

inputs to the outputs, i.e. >S��

�/%Å��
�P'� . Note that >S�:

�/%ã�=
�Pº� is equivalent to the

fact that � L could be decomposed into the product of ��
ÇP­� left cosets N
� of � , but not

fewer.

There has been a very slow progress toward answering this question. The algorithm dis-

cussed by Stone (1971, [148]) showed that >S��

�)¸f
 7 , thus >S��
\� is well defined. Parker

(1980, [128]) showed that 
 « �W¸Â>S�:

�i¸Â�h
 , where the lower bound was obtained by

a counting argument, and the upper bound by group calculations plus the rearrangeability

of the Beneš network [14]. Wu and Feng (1981, [167]) gave an explicit algorithm to route

all matchings, proving >S��
\�0¸-�h
QP�� . Huang and Tripathi (1986, [83]) improved the

bound to >S��
\�Ä¸É�h
âP � . Raghavendra and Varma (1987, [137]) verified the conjecture
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for , %o. . They used that result to show >S��
\�v¸ ��
?P�� [155]. They also specified a

permutation which ���M�2g�� a can not route if ^W¸º��
�P�� , in effect showing ��
tPñ�¹¸ >S��
\� .
With a different formulation, Linial and Tarsi (1989, [110]) also verified the conjecture

for , % . and showed >S�:

�t¸ �h
?P�� . From their formulation it is easy to see that at

least ��
&P'� stages are needed to route all permutations. Feng and Seo (1994, [67]) gave

a proof of the conjecture, which was incomplete as pointed out by Kim, Yoon, and Maeng

(1997, [100]). There have been, in fact, several other wrong proofs published in journals

during the last 15 years.

In this chapter, we give a proof that >S�:�E�v%á� using a new method, and then adapt

Linial and Tarsi’s results to show that >S�:

�)¸f�h
0Pñ� . As we shall see, the 
S%f� case is

considerably more difficult than the 
0%1� case. I strongly believe that hidden in this proof

there is some general technique(s) that would help improve the bound further. In particular,

an algebraic formulation of the proof would be of tremendous interest.

3.2 Preliminaries

This section presents related concepts and previous results on the problem. Throughout the

chapter, we shall assume that 
T�R� and , %Å� g . The following definitions and lemmas

are from Linial and Tarsi [110].

Definition 3.1. For ^{�?� , a , d ^��C� -matrix J , denoted by J L!Q a is said to be balanced

if

(i) Either ^Ç¸ 
 and every row vector ���&Î a7 occurs exactly � g L a times as rows of J .

(ii) or ^W��
 and every 
 consecutive column vectors of J form a balanced matrix.
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Definition 3.2. Given a balanced matrix J LRQ Û g L 5 Ü , a column vector jÅ�ÂÎ L7 is said to

agree with J if appending j into J yields an , d 
 balanced matrix (the matrix ��Ji�Dj	� ).
Lemma 3.3. If J and S are two , d �:
�PS�r� balanced matrices, then there exists a vector

j��&Î L7 that agrees with both J and S .

Lemma 3.4. Let J LRQ g be a �C� -matrix such that deleting any column of J yields a bal-

anced , d ��
&P1�r� matrix. Then, either ��l·�=J is balanced, or �:lwlÙ� each row of J has an

even number of � ’s, or �:lwlwl·� each row of J has an odd number of � ’s.

Lemma 3.5. Let J LRQ a be a balanced matrix with ^Ç¸ 
 , and let T be a non-singular ^ d ^
�C� -matrix, then JUT is also balanced, where all the arithmetic is done modulo � .

Notice that when j agrees with J , we can insert j into any position between the

columns of J to get a balanced matrix. It is also easy to see that �w���!g�� K ( > �-
 ) is

rearrangeable if and only if for every two given balanced matrices J LRQ g and S LRQ g there

exists an , d �:>'PW
\� balanced matrix   such that the matrix ��J��B '�ASi� is balanced. Here

the rows of J are binary representations of the inputs and the corresponding rows of S are

binary representations of the matched outputs.

3.3 Main Results

To illustrate the idea and introduce notations needed for the main theorem ( >S���E�U%J� ), we

first reproduce a known result (see [110, 137]) using the new method.

Lemma 3.6. >S������%J� , namely the network �w���) "� # is rearrangeable.

Proof. We use the same approach as that of Raghavendra and Varma [137], namely from

first principles. However, the method is different and more intuitive. Figure 3.3 shows a
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Figure 3.3: The � -stage SE network for ,ú%1. , i.e. ���M�) �� #
typical drawing of a � -stage SE network for , %ó. . For convenience, the network can

be redrawn and the switches can be labeled as shown in Figure 3.4. In the figure, theVW XY Z[\ ]

^ ´^ c^ I^`_

a ´a ca Ia�_

b ´b cb Ib _

V ZX\W [Y ]
Figure 3.4: A redrawing of the �w���) �� # network

inputs and outputs have been numbered in decimals for convenience. We write jÂ�Éö�m
( kT�­V�¢ ) if input j (output k ) is connected to input switch örm (output switch V¦¢ ). Given

a perfect matching c (or permutation) from the inputs �=�C���C�����A@C�A�������B������� to the outputs

�=�C�A�������B�����������C@C����� , we first construct a � d � , � -regular multi-bipartite graph �v�dc6�0%
�:ö¾��Vv�B��� whose bipartitions are ö�%oVó%ó�=�C���h�����B��� . ö and V correspond to the set of

input and output switches respectively. We shall refer to �v�dcþ� as � if c is clear from
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the context. �:lD�Ù£��t�'� iff cM�:j8�õ%ok for some j'�ºöAm and kT�1V�¢ , introducing multiple

edges if necessary. We now need some notations. Suppose we have colored the edges of

� with colors in 9 % �=�C���h�����B��� . For each eS�I9 , let f2��eA� ( ¡ ��e*� ) be the multi-set of

the vertices in ö ( V ) which are incident to an edge colored e . For each subset �g-Â9 , letf2�w�M�~% §ih ¨kj f2��e*� and ¡ �w�M�~% §ih ¨lj ¡ ��eA� , where the union is multiset union. For each� �J� , let È$� � � ( <C� � � ) denote the vertex in ö ( V ) incident to
�
. Similarly, for any subsetJm-­� , let f2��J!�U%è�=È3� � �¦� � �nJÐ� and ¡ �dJ~�M%è�r<C� � ��� � �nJi� .

To this end, we observe from Figure 3.4 that the realizability of the matching is equiv-

alent to the existence of a coloring of � with colors in 9 such that

( F�5 ) For each e!�â9 , f2��eA� has a representative from each of �=�C���h� and ��������� .
( Fþ7 ) f2�Ù�=�C���h���b%of2� �����B������%��=�C���h�����B��� . In other words, f/�Ù�=�C���h��� and f/�Ù�����B����� have

distinct elements.

( F ¬5 ) For each e!�â9 , ¡ ��eA� has a representative from each of �=�C����� and �����B��� .
( F ¬7 ) ¡ �Ù�=�C��������%'¡ � �E���B������%��=�C���������B��� . In other words, ¡ � �=�C�B����� and ¡ � �E�h�B����� have

distinct elements.

Note that these conditions imply that each color appears exactly twice. The conditions

are chosen so that the two edges colored eò�ã�=�C�����B���B��� can be routed through middle

switch   h . We will not state and prove the correctness of any routing algorithm based on

the coloring here, as it is straightforward.

We now describe a procedure to properly color all � d �/� -regular multi-bipartite graphs

� as follows. Along the way, we shall also prove that our procedure works.

Phase 1. As � is � regular and multi-bipartite, it is the union of even cycles. � thus can

be decomposed into two � d � perfect matchings by taking alternate edges on each cycle.
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Let the matchings be  T5 and  ×7 (whose vertex sets are the same as � .)

Phase 2. From each  �m ( l!%ó���B� ), construct a � d �Ä� -regular bipartite graph ��m by

combining within each bipartition of  Àm the pairs of vertices �=�C����� and ��������� . Figure

3.5 illustrates the results of our first two phases. Obviously, f2�������õm��3�v% ¡ ���W���~m:�3�v%
�=�C�A�������B��� , for lÄ% ����� . Here and henceforth the f and ¡ functions are applied in the

context of the original graph � .

Phase 1

Phase 2

0 57 
0 57 

0 57 
0 57 

0 57 
0 57 p q c q I

p c p I
r 0 3 5�sr 7 3  ts

r 0 3 5�s r 0 3 5�sr 7 3  ts r 7 3  ts
r 0 3 5�sr 7 3  ts

Figure 3.5: An illustration of the first two phases

We call the graphs � 5 and �Ð7 the basic components of � . Since the basic components

are � d �t� -regular bipartite graphs, they can only be either a � -cycle or a union of two

� -cycles. A basic component is said to be of type 1 if it is a � -cycle and of type 2 otherwise.

In Figure 3.5, � 5 is of type 1 and �i7 is of type 2.

Phase 3. As each coloring of �t5 and �Ð7 induces uniquely a coloring of � , we are to

color �Ä5 and �Ð7 so that the coloring satisfy conditions Fnm and F ¬m , �v¸�l2¸Â� . We call an

edge whose color is e!�?9 a e -edge. Consider two cases:
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Case 1 Both � 5 and �¹7 are of type 1. In this case we color the graphs as shown in Figure

3.6a. It is easy to see that the coloring satisfies all prescribed conditions. The basic

idea is that as we have used each color exactly twice, to enforce F�5 and F ¬5 we need to

make sure that if there is a e -edge going from �=�C�A�h� to �=�C�A�h� , then the other e -edge

must go from �����B��� to �����B��� in either basic components, and similarly if a e -edge

going from �=�C���h� to �����B��� then the other e -edge must go from �����B��� to �=�C���h� . To

enforce Fä7 and F ¬7 , on the left side (the ö side) we separate each color pair �=�C���h�
(i.e. f2�����,.nf2�$�r�¦%I� ) and �����B��� (i.e. f/�����,.nf/�����¦%Â� ), while on the right (the V
side) we separate the pairs �=�C�B��� ( ¡ �����u.&¡ �����M%'� ) and �E���B��� ( ¡ � �r�u.&¡ �����M%'� ).
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Figure 3.6: Illustration of the colorings when 
&%1�
Case 2 There is one graph of type 2. Without loss of generality, assume � 7 is of type 2 as

illustrated in Figures 3.6b and 3.6c. In this case we color ��5 with �=�C���E� and �Ð7 with

�E�h�B��� . Notice that FU5 , F ¬5 , and F ¬7 are satisfied even if we switch colors in one (or

both) � -cycles of �i7 . To ensure F;7 , we do this switching if necessary at each � cycle

of �Ð7 to separate each pair �=�C�A�h� and �����B��� on the left.
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Secondly, we use the idea to derive a more elaborate proof for the case where ,ó%è�k@ .
Firstly, we redraw the network as shown in Figure 3.7, so that it is easier to derive the

conditions similar to the F;m and F ¬m . Given any perfect matching c from the inputs to the
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Figure 3.7: A redrawing of the �w���/("� + network

outputs, we first construct the . d .õ� -regular multi-bipartite graph � in a similar way as

the � in Lemma 3.6. The bipartitions of � are öW%�VÅ%É�=�C���A���*�B��� , and ��lD�·£��)�×�W����� if

for some j×�R�=�C�����A�A���r�E� we have j���ö*m and cU�Þj8�)�×V�¢ . From Figure 3.7, the following

proposition is easy to see. We reuse all notations introduced in the proof of Lemma 3.6.

Again, as a valid coloring induces a routing algorithm in a straightforward way, we shall

not describe the algorithm here.

Proposition 3.7. The fact that �w���/("� + is rearrangeable is equivalent to the fact that for any

. d .õ� -regular multi-bipartite graph � %ø�:ö¾��Võ� with bipartitions ö�%�Vð%o�=���������*����� ,
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there exists an edge coloring of � using colors in 9Â%É�=���������*����� satisfying the following

conditions:

( FM5 ) For each e!�?9 , f2��e*� has a representative from each of �=�C�A�������B��� and �r�������A@������ .
( Fä7 ) For each pair ��er5"�Ce"7A�v�±���=�C�A�h�E�A�����B���E�A�r�������E�*��@C������� , f2� ��e�5��Ae�7A��� has a represen-

tative from each of �=�C�A�h� , �����B��� , �r�C����� , and ��@C����� .
( Fä ) f2�Ù�=�C���������B�����t%�f2� �r�C�����A@C�B������% �=�C�����A�����"����� . In other words, the elements off2�Ù�=�C���������B����� and f2�Ù�r�������A@�������� are all distinct.

( F ¬5 ) For each e!�?9 , ¡ ��e*� has a representative from each of �=��������������� and �r�������C@C����� .
( F ¬7 ) For each pair ��e�5��Ae�7A�t�T���=�����C�E�A�����C@��E�A�E�����E�E�A�=�C������� , ¡ �Ù��e�5"�Ae�7A��� has a represen-

tative from each of �=�C�A�h� , �����B��� , �r�C����� , and ��@C����� .
( F ¬ ) ¡ �Ù�=�C�����B���A@����Ä% ¡ �Ù�E�������B���������Ä% �=�C���h�������"����� . In other words, the elements of

¡ �Ù�=�C�����B���A@���� and ¡ � �E�������B�C������� are all distinct.

Note that these conditions imply that each color appears exactly twice. Again, the

conditions were specifically chosen so that each pair of edges with the same color e �±9
can be routed through middle switch   h without causing any conflict. From now on, we

shall refer to a valid coloring of � as the coloring satisfying the prescribed conditions in

Proposition 3.7. The following proposition further explores properties of a graph � which

can be validly colored.

Proposition 3.8. � can be validly colored if and only if the graph � ¬ obtained from � by

applying one of the following operations can also be validly colored. Let x be either ö or

V , the operations are:
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1. Switch labels of the vertices �r��5����=7A� in x , where

�r��5"���=7A�õ�����=�C���h�E�A�����B���E�A�r���B���E�A��@C���E���E�
2. Switch labels of each pair �=�C����� and �E���B��� in x .

3. Switch labels of each pair �r���A@�� and ��������� in x .

4. Switch labels of each pair �=�C���C� , �E������� , �����A@�� , and �=�C���E� in x .

5. Flip � horizontally, i.e. switch labels of each pair �=�C�B��� , �E�h�A@�� , ��������� , and �=�C���C�
in both ö and V .

6. Flip � vertically, i.e. � ¬ is the mirror image of � .

Proof. It’s not difficult to see that the valid coloring of � induces a valid coloring of � ¬
under all cases except the operation of flipping � vertically. In this case, from the coloring

of � we can obtain a coloring of � ¬ by the following mapping of colors: if in � an edge

is colored e , whose binary representation is e�5ye"7Ce" , then we use e" Ae�7�e�5 to color the edge in

� ¬ . The verification that this is indeed a valid coloring of � ¬ is mechanical and we shall

not attempt to do so here.

Theorem 3.9. >S�:�E��%J� , namely the network �w���/("�$+ is rearrangeable.

Proof. Let � be an . d .!� -regular multi-bipartite graph. To color � properly, i.e. the col-

oring satisfies the conditions of Proposition 3.7, we decompose � into � basic components.

The decomposition is formally described below. Figure 3.8 illustrates the decomposition

procedure.

Phase 1 Decompose � into two edge disjoint . d . perfect matchings   5 and  �7 .
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Figure 3.8: An illustration of the basic component decomposition
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Phase 2 For each l!% ����� , construct the graph ��m by collapsing the pairs of vertices

�=�C�A�h� , �����B��� , �r������� , and ��@C�B��� on each bipartition of  òm . It is clear that the graphs �Ðm are

� d �¹� -regular bipartite graphs.

Phase 3 For each l;%I����� , decompose �im into two edge disjoint � d � perfect matchings

 Smû5 and  Smà7 .
Phase 4 For each l;%É����� and £ %Â����� , construct the graph ��m¤¢ by collapsing the pairs

of vertices �=�C���B�h��� and �r�E���A@���� on each bipartition of  òm¤¢ . As before, the �¹m¤¢ are called

basic components of � , and can only be one of two types: (a) type 1 corresponds to a

� -cycle and (b) type 2 corresponds to two � cycles. We are now ready to color the basic

components so that the (uniquely) induced coloring on � is valid.

As we have seen in the proof of Lemma 3.6, the number of type-2 basic components

can roughly be thought of as the degree of flexibility in finding a valid coloring for � .

When there is no type-2 basic component, we color the edges of �õm¤¢ as shown in Figure

3.9. The coloring clearly satisfies conditions F�m and F ¬¢ ( �Ä¸­lU¸­� , �Ð¸R£�¸­� ).
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Figure 3.9: The coloring when there is no type-2 basic component

The rest of the cases are considered in Lemmas 3.11, 3.12, and 3.13 with the help of

Lemma 3.10 and Proposition 3.8. The basic idea is that as these cases involve at least

one type- � component, Lemma 3.10 allows us to color the other three basic components
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using certain set of @ colors, without worrying about coloring the last basic component.

Proposition 3.8 helps simplify case analysis. Roughly, the graphs � s could be partitioned

into “equivalent” classes, where graphs from each of the class can be obtained from one

another by applying a sequence of operations described in Proposition 3.8.

Lemma 3.10. Assume � has at least one basic component of type 2, say � 7Ù7 . Let

9R� % ���=�C���h�E�A�����B���E�A�r���B���E�A��@C���E���E�
95� % ���=�C���C�E�A�����A@��E�A�E���B���E�A�=�C���E���

and ��e�5��Ce"7��Ç�T9R��)S95� be an arbitrary pair of colors in the set. If the other three basic

components can be colored using colors in 9IP­��e�5��Ce"7A� so that none of the properties F;m
( �â¸Âl~¸É� ) and F ¬¢ ( �{¸f£Q¸É� ) are violated, then �i7Ù7 can be colored with er5 and e�7 to

form a completely valid coloring of � .

Proof. We only show the lemma for the case where ��e�5"�Ce"7A��% �=�C����� . Other cases are

easily seen to be similar. We shall try to color each � -cycle of �Ä7Ù7 with � and � , switching

the colors if necessary.

Firstly, we claim that by coloring each � -cycle of �õ7Ù7 with � and � , properties Fäm ( ��¸
l~¸�� ), and F ¬5 hold, no matter which edge in each � cycle gets which color. Indeed, F�5 ,
and F ¬5 hold trivially. Let

� 5 and
� 7 be two edges in any � -cycle of �i7Ù7 , then F;7 holds

because f2�Ù� � 5"� � 7A��� has either a representative from each of �=�����h� and �����B��� or �r�����E�
and ��@C�B��� . Since we have assumed that Fn was not violated, before the new colors � and

� arrives, f2� �r�������A@C�������U%��=�����������A�*���E� and f/�Ù�����B�����¦çÂ�=�C���h�������"����� . In fact, f2�Ù�����B�����
has � distinct members since F;7 was not violated. Thus, as � is � -regular f2� �=�C�������v%
�=�C�A���������"�����ªP�f/�Ù�����B����� , no matter how we assign � and � to the edges of �õ7Ù7 . Hence, F; 
holds.
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Notice that ¡ �:�E� and ¡ �w�h� each has a representative from each of �=�C���h�����B��� and

�r���B���A@C���E� . We claim that ¡ � �r���B����� has a representative from each of �=�C���h� , �����B��� , �r�C����� ,
and ��@C���E� . Assume for contradiction, without loss of generality, that ¡ � �r�����E����.&�=�����h�!%
� . Let’s look at the � edges whose right end points are � or � . Two of them are colored �
and � as ¡ �Ù�r���������,.ò�=�C���h�Ä%�� . The third one is one of the � edges in a � -cycle of �Ä7Ù7 .
The fourth edge must have had a color from �����C@C�B�C���E� , say � or @ . Moreover, of the four

edges whose right end points are � or � , one of them is the other edge in the � -cycle of �t7Ù7 ,
one of them must have been colored @ or � because F ¬7 was not violated, the last two have

to get colors � and � as F ¬5 holds for � and � . However, this makes F ¬7 invalid for the color

pair �=�C����� . Contradiction!

Now, we try to switch colors in each � -cycle of �õ7Ù7 if necessary to achieve F ¬7 . Let� 5 , and
� 7 be the two edges at the � -cycle whose right end points are in �=��������������� . By

construction, ¡ � � � 5"� � 7A��� has a representative from each of �=�C���h� and ��������� . Assign colors

� and � to
� 5 and

� 7 so that ¡ � �=�C������� has a representative from each of �=�C�A�h� and �����B��� .
Notice that this implies ¡ �Ù�E��������� has a representative from each of �=�C���h� and �����B��� , too.

The same procedure is done with the other � -cycle of �õ7Ù7 .
Lastly, we show that F ¬ holds automatically. Notice that F ¬ is equivalent to the con-

dition that each vertex l of the bipartition V of � is incident to two edges whose colors

have different parities. Let �r��5����=7��õ�ò���=�����h�E�A���������E�A�r�����E�E�A��@C������� be a pair of right side

vertices. It is easy to see that after we have colored the edges of �Ä7Ù7 as above, of the four

edges whose right end points are in �r�G0�����5B� , two have even colors and the other two have

odd colors. So if after the coloring either �G0 or �E5 is incident to colors of the same parity,

then so is the other. However, this means that there must have been a violation of F ¬ even

before the coloring of �i7Ù7 , because there is only one edge of ��7Ù7 whose right end point is
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in �r��0��D�E5B� .
Lemma 3.11. � can be validly colored if there is at most � basic component of type 1.

Proof. � could either have one or zero type-1 basic component. Without loss of generality,

we assume the three type-2 components are �t5�7 , �¹7D5 , and �Ð7Ù7 . The coloring is roughly

shown in Figure 3.10. The idea is to fix the coloring of ��5Ù5 by two colors �=�C���C� as shown
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Figure 3.10: The cases when there is at most one type-1 component

in the figure, then switch the assigned pair of colors at each � -cycle if necessary to form a

valid coloring of � .

Obviously, properties FU5 , F ¬m ( �R¸ál{¸ � ) hold. We now do the switching on each

� -cycle of �Ä5�7 so that �ë�=�C�����5.�f2� �=�C�B�����r� is either � or � , and that �Ó�r�������5.nf/�Ù�=�C��������� is
either � or � . This is certainly possible. Notice that this implies �ë�=�C�A�h�1.Pf2�Ù�r���A@������ and

�Ó�r�������¡.¢f2� �r�C�A@����r� are also either � or � . Secondly, we do the switching on each � -cycle of

�¹7D5 and �¹7Ù7 so that �Ó�=�C���h��.£f/�Ù�=�C��������� « �ë�=�C������.£f2� �E���������r�*%J� and �Ó�r��������.£f/�Ù�=�C��������� «
�Ó�r�������4.¤f2� �E�h�B�����r��%'� . Intuitively, we want to “separate” the left end points of the edges

having colors in �=�C����� from the left end points of edges having colors in �E���B��� , in order to

maintain properties F;7 . The same assertion holds for the pairs �r���C@�� and �=������� . Lastly, FM 
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is assured by the fact that �ÐmZ5 and �¹mà7 have edges which form an . d . matching, for each

lä%I�h��� .
The proofs of the following lemmas are put in separate sections, as they are long and

thus would distract the reader from the main line of reasoning.

Lemma 3.12. � can be validly colored if there are exactly � basic components of type 1.

Lemma 3.13. � can be validly colored if there are exactly � basic components of type 1.

Now, we use the formulation of Linial and Tarsi to first show an auxiliary lemma and

then combine the lemma with Theorem 3.9 to improve the upper bound of >S��
\� . The

following lemma has been shown by Varma and Raghavendra in [155], however the proof

was rather long. We straightforwardly extend Theorem 3.1 in [110] to obtain a much

shorter proof.

Lemma 3.14. If >S�w^���%-��^WPf� for a fixed ^±�'� , then ���M�/g��  ·g L a L 5 is rearrangeable

whenever 
Q¯º^ .

Proof. The assertion in the lemma is equivalent to the fact that if we know >S�w^C�U%'��^ÐPT�
for some fixed ^S�R� , then for every two , d 
 balanced matrices JÉ%o�¥�¾5"�A�����"�A��g�� andS�%Â��¦A5"�������*�A¦�g�� , there exists an , d �w��
õPS^!Pò��� balanced matrix   such that the matrix

��J��� º�ASi� is balanced. Here �Em and ¦�m are the l ËÍÌ columns of J and S respectively. We shall

construct the �w��
&P ^vPº�r� column vectors of   . The construction takes several steps as

follows.

Step 1 Repeatedly apply Lemma 3.3 to construct vectors �r4;5������A�*��4	g L a � such that for l¦%
�h�������"��
;P)^ , 4	m agrees with ����m O 5"���A���*�C��g���4\5����A���A��4	m L 5w� and ��4qm L 5��������*��4\5��A¦�g��������"�A¦�m O 5 � .
Let

� %É��4
5��A�����"��4	g L a � and
� � %É��4	g L a �������*��4\5·� , then after this step both ��J�� � � and

� � � �ASÐ� are balanced.
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Step 2 We want to construct vectors jþ5"�A�����A�3j a L 5 such that if we let x % ��j
5"�����A�A�Dj a L 5·� ,
then ��Ji� � �Dxâ� and � xâ� � � �ASi� are both balanced. Notice that as

�
is an , d ��
 PS^��

balanced matrix, each row of
�

occurs exactly � a times, and so do the rows of
� � in

the same positions. Hence, the rows of
�

and
� � can be partitioned into � g L a classes

of � a identical row vectors in each partition. For � be any column of
�

or
� � , let

� Û m Ü be the sub-vector of � with entries in the lÙËÍÌ partition, where �W¸'l�¸f� g L a P­� .
Notice that � Û m Ü �&Î a7 for each l . Also, for each lä%º�C�������*��� g L a P�� , letJ Û m Ü %É��� Û m Üg L a O 5 �������*�A� Û m Üg �
and S Û m Ü %Â��¦ Û m Üg �������*�A¦ Û m Üg L a O 5 �
Then, since Beneš conjecture is true for ^ (i.e. >S�w^��¦%É��^ P'� ), there exist vectors

j Û m Ü5 �������*�Dj Û m Üa L 5 such that ��J Û m Ü �Dx Û m Ü �AS Û m Ü � is balanced. The vectors j65"�������*�Dj a L 5 are

obtained by pasting together the j Û m Ü¢ preserving the positions of the partitions.

After this step, ��Ji� � �Dxâ� is balanced because at the positions where the rows of
�

are

identical we have ��J Û m Ü �Dx Û m Ü � being a � a d ^ balanced matrix. The fact that ��x�� � � �ASÐ�
is balanced follows similarly.

Step 3 Now we define an , d ��
�Pf^�� matrix G from
�

such that ��Ji��G��Dx�� � � �ASi� is

balanced. Define G as follows (all arithmetics are done over Î
7 ).

ôbm@%
§¨¨¨¨¨¨© ¨¨¨¨¨¨ª
4	m �Ð¸ lM¸ ² g L a7ò³
4	m « 4	g L a L m ² g L a7 ³ « �Ð¸ lM¸ 
{PT^ÄP �
4	g L aM« ��g lä%'
{PT^

(3.1)
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We are left to show that ��Ji��G��Dx�� � � �ASÐ� is balanced. The balancedness of � xâ� � � �ASi�
has already been established, so we only need to show that ��J���G��3xâ� � � � is balanced.

We do this by considering the following types of submatrices:

(a) Submatrices of the form �¥��mÙ�������*�A��gC�Dô)5B�����A�A��ôbm L 5·� where �&¸Il!¸�
�P ^ « � .
We apply Lemma 3.5 and use the fact that ����mw�������*�A��gC�D4
5��������*��4	m L 5Ù� is balanced.

�¥��mÙ���A���A�A��g���ô)5B�A�����A�Dôbm L 5Ù� can be obtained from ���Em·�A�����A�C��g���4\5B�A�����A�D4qm L 5Ù� by an

invertible linear transformation with the invert map preserves the �E¢ ( lU¸T£t¸ 
 )

and

4�¢b%
§¨¨¨¨¨¨© ¨¨¨¨¨¨ª
ôM¢ �¹¸T£v¸ ² g L a7 ³
ôM¢ « ôbg L ¢ L a ² g L a7 ³ « �¹¸R£�¸ 
ÇPR^õP �
ôbg L aM« ��g £Ä%­
{PT^

(3.2)

(b) Submatrices of the form �¥��mÙ�������"�A��g���ô)5������A�A��ôbg L a �Dj\5B�������*�Dj a O m L g L 5Ù� where 
;P
^ « �S¸ãli¸ã
 . Similarly, in this case we use Lemma 3.5 and the balanced-

ness of the matrix �¥��mÙ�����A�*�A��g���4\5������A�A��4	g L a �Dj\5"�A�����A�3j a O m L g L 5w� . In this case, the�=¢ and j�¢ are preserved, while equations (3.1) and (3.2) are used to transform

4
5B�������*��4	g L a to ô)5��A�����A�Dôbg L a and vice versa.

(c) Submatrices of the form Ff%Â�¤ô�m·�����A�*��ôbg L a �3j\5"�������*�Dj a L 5���4	g L a �A�����A�D4qg L a L m O 5w�
where �¹¸ lM¸ 
;P)^ . Here we use the fact that «è%Â����g���4\5����A���A��4	g L a �3j\5"�������*�Dj a L 5Ù�
is balanced. To get F from « , we apply (3.1). To get « from F , we fix all vec-

tors j�¢ , and 4qg L a L m O 5��������*��4	g L a . Moreover, ��g and 4�¢ ( �v¸º£�¸f
&P�^ Pñl ) is
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obtained by��g % 4	g L aM« ôbg L a
4�¢ % ôM¢ « ôbg L a L ¢ for lU¸R£v¸ ² g L a7 ³ ¸ 
ÇPR^õPÀl
4�¢ % ôM¢ for lM¸ ² g L a7 ³ « �i¸R£v¸ 
{PT^ÄPÀl
4�¢ % ôbg L a L ¢ « 4	g L a L ¢ when £�¸ s­¬�®
�:l
P ����
{PR^õPÀlÙ�

Theorem 3.15. For 
Q�â� and 
S¯ � , a SE network with �h
vPò� stages is rearrangeable.

Proof. This is immediate from Theorem 3.9 and Lemma 3.14.

3.4 Proof of Lemma 3.12

In this section we shall present a proof of Lemma 3.12 and also set up most of the basic

techniques and notations needed for the proof of Lemma 3.13, which is more complicated.

In the proof of this Lemma and the next, we assume that �Ä7Ù7 is of type- � . Without loss

of generality, we also assume that the � -cycles of �v5�7 go horizontally, i.e. one goes from

�C���h� to �C�r�h� , and the other from �E�F@�� to ���F@�� , applying operation � of Proposition 3.8 if

necessary.

The basic idea behind the proofs of these Lemmas is to start from a coloring of �W5Ù5 ,
�õ5�7 , and �Ð7D5 using @ colors �=�C���������A@C�����B��� which does not violate Fª5 and F ¬m ( l;%I�������B� ),
and then modify this coloring so that none of the properties in Proposition 3.7 is violated.

The Lemmas then hold as a consequence of Lemma 3.10.

In the course of modifying the original coloring, we shall need � basic color transfor-

mations:
�¹� ��e�5"�Ae�7�� , � f2��e�5"�Ce"7�� , f � ��e�5*�Ae�7�� , f=f2��e�5"�Ce"7�� , and JÄ��e�5��Ae�7�� , where e�5 and e"7
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are two distinct colors in 9 . Transformation
�Ð� ��e�5*�Ae�7�� (for Upper-Upper) switches col-

ors of a e�5 -edge
� 5 and a e�7 -edge

� 7 where È$� � m��{���=��������������� , and <C� � m:�{���=��������������� ,
l)%ó����� . � f2��e�5"�Ce"7�� (for Upper-Lower) switches colors of a e=5 -edge

� 5 and a e�7 -edge
� 7

where È$� � m��~� �=�C���������B��� , and <C� � m:�¹� �r�������A@������ , l�%ð���B� . f � and f=f are defined sim-

ilarly in the obvious way. Jõ��e=5"�Ce"7�� (for All) changes color of all e=5 -edges to e"7 and vice

versa. We will see that the transformations
�¹�

,
� f , f � , f4f are well defined from the

associated context where they are applied.

We now need to introduce a concept called the color incidence vectors (or CIV for

short) associated with a coloring of � . To each subset of vertices �=��������������� and �r�������A@������
of either ö or V , we associate a CIV of � components, where the component corresponding

to vertex l consists of � colors of the edges incident to l . For example, Figure 3.11 shows a

coloring of a graph � and the four associated CIVs. Note that the coloring shown is a valid

one. It is immaterial if the CIVs are row vectors or column vectors, so we will adopt the
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Figure 3.11: An example of color incidence vectors

convention that in the figures we use column vectors, and in the texts we use row vectors.

Moreover, the order of the color pair in each component of a CIV is not important. In the
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figure, we have specifically chosen the order so that it is easier to see the validity of the

coloring.

Corresponding to a coloring of � , there are � CIVs. We shall use ��5 and ��7 to denote

the CIVs corresponding to the subsets �=�C���������B��� and �r�C�����A@C�B��� of ö , respectively. Simi-

larly, 4
5 and 4¾7 are the CIVs corresponding to the subsets �=�C�����B���B��� and �r�C�����A@C�B��� of V ,

respectively. The following definitions relate the CIVs to the conditions FUm and F ¬m .
Definition 3.16. Let � be a CIV corresponding to a coloring of � , then

� � is said to respect FU5 or F ¬5 if the components of � contain all . colors �=�C���A���*�B��� .
� Let J be the set of � colors in the first two components of � , and S be the set of

� colors in the last two components of � . Then, � is said to respect FM7 if each pair

��e�5��Ae�7A���×���=�C���h�E�*�����B���E�A�r�C�����E�A��@C�B����� has a representative from each of J and S .

Similarly, � is said to respect F ¬7 if each pair ��er5��Ce"7A�i�×���=�C�D�C�E�A�����A@��E�A�E�������E�*�=�C�������
has a representative from each of J and S .

� � is said to respect F; if each component of � has a representative from each of

�=��������������� and �r���B���A@C���E� . Similarly, � respects F ¬ if each component of � has a

representative from each of �=�C�����B���A@�� and �E���B���B�C���E� .
The following Proposition is fairly straightforward, thus we omit the proof.

Proposition 3.17. Let ��5 , ��7 , 4
5 , 4¾7 be the CIVs corresponding to some coloring of � as

defined above. Then, the coloring is valid if and only if

(i) �E5 and ��7 respect Fþm ( lä%��h�����B� ).
(ii) 4
5 and 4¾7 respect F ¬m ( l;%I�h�����B� ).



3.4 Proof of Lemma 3.12 63

To show Lemma 3.12, we consider two cases as follows.

Case 1. The two type- � components are ��mû5 and �~mà7 for some lÄ�I�E�h����� . Without loss

of generality, we assume � 5Ù5 and �Ä5�7 are of type- � . We start from the coloring shown in

Figure 3.12, which clearly does not violate Fª5 and F ¬m ( lÐ%Æ���B���B� ). Moreover, applying

both Jõ���C�A@�� and JÄ�������E� would yield another coloring where Fb5 and F ¬m are not violated.
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Figure 3.12: Case 1 of Lemma 3.12

After the tentative coloring introduced in Figure 3.12, and after applying a sequence of

the first � operations in Proposition 3.8, the possible CIVs are the union of two sets:

ÁM5�%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
� �± �� �± @
>
²²²²²²²? �

6°°°°°°°7
� �± �± �� @
>
²²²²²²²? �

6°°°°°°°7
± �� �� �± @
>
²²²²²²²? �

6°°°°°°°7
± �� �± �� @
>
²²²²²²²?
³�¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ Áä7b%

§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
� �± @� �± �
>
²²²²²²²? �

6°°°°°°°7
� �± @± �� �
>
²²²²²²²? �

6°°°°°°°7
± �� @� �± �
>
²²²²²²²? �

6°°°°°°°7
± �� @± �� �
>
²²²²²²²?
³�¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

Here, the � ’s stand for the colors of the edges of a � -cycle of �õ7D5 , which are to be deter-

mined. In each CIV, one � gets colored � and the other gets � . Obviously, the choice of �
and � on one CIV will affect another. Specifically, the choice of � and � on one of the CIVs

�rm will affect one of the 4�¢ , but not the other ��m . Similarly, the ± ’s correspond to colors of



3.4 Proof of Lemma 3.12 64

�¹7Ù7 , which we are not concerned about, as we shall apply Lemma 3.10. Strictly speak-

ing, each Áäm consists of four classes of CIVs. However, we shall not differentiate between

individual CIV and its class as this is immaterial.

We shall also extend the notion of a condition F�m or F ¬m being respected by a CIV to a

class of CIV. A class of CIV respects Fäm or F ¬m if the corresponding condition in Definition

3.16 is not violated yet. In this sense, each class of CIVs in Áb5¡)&Áþ7 respects all Fäm and F ¬m .
Notice that no matter how we assign � and � in each � -cycle of �Ä7D5 , the resulting CIVs in

Á�5,)?Áä7 ( 4\5 and 4¾7 in particular) still respect F ¬m . Moreover, 4
5 and 4q7 keep respecting F ¬m
even after we apply JÄ�����A@�� or Jõ���C�D�E� .

If both �E5 and ��7 belong to ÁM5 , then in both ��m we choose the � that goes with � or � to

be � and the other � to be � . Clearly, the Fnm are respected by ��5 and ��7 .
If both �E5 and ��7 belong to Á;7 , then we apply Jõ�w���A@�� which move ��5 and ��7 to Á�5 again.

Hence, we could now assume without loss of generality that ��50��ÁM5 and ��7?��Áä7 ,
flipping � horizontally if necessary (operation � of Proposition 3.8). Furthermore, due to

operation @ of flipping � vertically, we can also assume that 4;5 and 4¾7 don’t belong to the

same Á6m .
As the � ’s colors in ��5 can be chosen easily so that ��5 respects Fäm ( lv% �h�����B� ), we

try to modify the coloring so that ��7 does, too. If ��7�% ¶ � � ± @ ± � � ��· , we can pick

colors so that �h7¹% ¶�¸ � ± @ ± � ¹E��· . When ��7¹% ¶ ± � � @ � � ± ��· , we apply Jõ���C�A@��
and JÄ�������E� to make �h7ª%º¶ � � ± @ ± � � �F· and choose � ’s colors similarly. Note that the

availability of the � ’s colors in ��5 are not affected.

If ��7b% ¶ � � ± @ � � ± � · and 4\5b�âÁM5 , we apply f � �w�����E� , making

��7ª%�¶ � � ± @ ± � � � · �
but keeping Fäm respected by the ��¢ and F ¬m respected by the 4C¢ ( lä%��������B� , £Ä%I����� ). The � ’s
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colors in ��7 could now be picked as before. When ��7Ð% ¶ � � ± @ � � ± � · and 4¾7õ�ñÁM5 ,
we apply f � �w������� , �¹� ���C�A@�� , � f2�w���D�E� , which turns �h7 into ¶ � � ± @ ± � � � · but keeps

��5 in ÁM5 , still.

Lastly, when ��7i% ¶ ± � � @ ± � � � · , we apply Jõ���C�C@�� and Jõ�w������� and return to the

previous case.

Case 2. It is not the case that the two type- � components are �õmZ5 and �¹m 7 for any lM�×�E�����E� .
Without loss of generality, we assume �v5Ù5 and �Ð7D5 are of type- � . We start from the coloring

shown in Figure 3.13, which clearly does not violate Fb5 and F ¬m ( l;%I�������B� ).
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Figure 3.13: Case 2 of Lemma 3.12

Again, there are . possible CIVs divided into two classes:

Á�5M%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
����H±
����H±
>
²²²²²²²? �

6°°°°°°°7
����H±
� ±� �
>
²²²²²²²? �

6°°°°°°°7
� ±� �
�C��H±
>
²²²²²²²? �

6°°°°°°°7
� ±� �
� ±� �
>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ Áä7b%

§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
�C��H±
�E��H±
>
²²²²²²²? �

6°°°°°°°7
�C��H±
� ±� �
>
²²²²²²²? �

6°°°°°°°7
� ±� �
�E��H±
>
²²²²²²²? �

6°°°°°°°7
� ±� �
� ±� �
>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

Remark 3.18. A special property of Áª5 is that for each vector �À�ºÁU5 , there is a proper

assignment of colors @ and � to the � , i.e. one � gets @ , the other gets � such that � respect

all Fþm ( lä%I�������B� ). For each �W�?Áä7 , a proper assignment exists if � and � get exchanged in
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� . Moreover, for any vector ���òÁU5,)âÁþ7 , if we exchange colors of one of the pairs �r�����h�
or �=�C����� , we could properly assign colors @ and � to the � ’s of � to maintain FMm .

If both ��5 and ��7 are in ÁM5 , then we properly assign � and @ to the � ’s. While, if �C5 and

�=7 are in Áä7 we apply JÄ�������r� and pick � ’s colors in the same way.

Now, assume �E5��×Á�5 and ��7!��Áä7 . Also, by flipping � vertically if necessary, we can

assume that 4
5 and 4q7 are representatives from ÁU5 and Áä7 .
If ��5U%º¶ � ± � � � ± � � · , then apply JÄ�����B��� and JÄ� ������� so that ��5M%»¶ � ± �H¼ � ± �(½ · .

In this case, Á;7 becomes

Áä7ª%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
����H±
����H±
>
²²²²²²²? �

6°°°°°°°7
����H±
� ±� �
>
²²²²²²²? �

6°°°°°°°7
� ±� �
����H±
>
²²²²²²²? �

6°°°°°°°7
� ±� �
� ±� �
>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

Next, choose the � ’s colors in ��5 to turn it into ��5)% ¶ � ± ¾ � � ± ¿ � · . While, in �h7 the� in the first or second component gets � and the other gets @ . We have used up 6 colors

�=�C�D�������A@��B�C����� . Only � and � are left for the type- � component �õ7Ù7 , hence Lemma 3.10

applies.

If ��7b% ¶ � ± � � � ± � � · , then apply Jõ�w���B��� and JÄ� ���B��� . The rest is similar.

Consequently, we only need to consider �C5Ð�ÀJ¹5Ðé %ÅÁ�5UPoÁ ¶ � ± � � � ± � � ·ÃÂ , and

�=7/�ÄJ)72é %1Áþ7;PÅÁ ¶ � ± � � � ± � � ·ÃÂ . 4\5 and 4¾7 can be assumed to be representatives ofJ¹5 and J)7 for the same reason as before.

If �E5!% ¶ ��� �H± ��� �H± · , then we flip � vertically so that 4þ5)% ¶ ��� �H± ��� �H± · ,
and that �E5 and �=7 are now representatives of J�5 and J)7 . Apply

�¹� ���C���h� and f � �$���D�E� ,
then F ¬m are still respected by ��5 and �=7 . Moreover, � and � get exchanged in ��5 , while �
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and � get switched in �h7 . Proper assignments of � and @ now exist for ��5 and �=7 by Remark

3.18.

Similarly, when �h72%Æ¶ �C� �H± �E� �H± · we apply f=f2��������� and
� f2�$�h���E� and proceed

in the same manner.

Hence, we are left to consider the case where

�E5ª��SÐ5ªéë%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
����H±
� ±� �
>
²²²²²²²? �

6°°°°°°°7
� ±� �
����H±
>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ ��7/��S)72é %

§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
����H±
� ±� �
>
²²²²²²²? �

6°°°°°°°7
� ±� �
�E��H±
>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

and, 4
5 and 4q7 are representatives of S�5 and S)7 .
If �E5�% ¶ ��� �H± � ± � � · and 4\50�ÇS/7 , 4¾7?�ÈSÐ5 , then we flip � vertically, apply�¹� ���C�B��� and Remark 3.18. While, if ��5 is the same but 465�%�¶ � ± � � ��� �H± · ��S¹5 and

4q72��S)7 , then we apply f � � �����E� and Remark 3.18.

When ��5ª%É¶ � ± � � ��� �H± · and 4
52�ÊS¹5 , 4¾7~�ËS)7 , then we flip � vertically, applyf � �$���D�E� and Remark 3.18. While, when ��5 is the same but 487ª%�¶ ��� �H± � ± � � · �ÌSÐ5
and 4
5���S)7 , then we apply f=f2���C���h� and Remark 3.18.

Therefore, there are . cases left, � of which are when �C5~%ã4\5¹% ¶ ��� �H± � ± � � · ,
and ��7��D4¾7Ð�ÍS)7 . The other � cases are when ��5¦%Â4q7~% ¶ � ± � � ��� �H± · , and ��7���4\5)�S)7 . We shall consider these . cases in turn as follows.

(2a) �E5�%'4\5�%º¶ ��� �H± � ± � � · , and ��7ª%'4q7ª%º¶ �C� �H± � ± � � · .
This case introduces a new technique which will be used in later cases and the proof

of Lemma 3.13. Let us first take a look at Figure 3.14. The graph shown represents

all graphs considered in this case. The two dashed edges at the upper half is a � -cycle



3.4 Proof of Lemma 3.12 68

w �
w`z

w �
w`zÎ�Ï� ÏÎ �

Î�Ï� ÏÎ z Î�Ï� ÏÎ z
Î�Ï� ÏÎ �

Figure 3.14: Representative figure for case 2a of Lemma 3.12

of �õ5�7 , and the other two dashed edges are from the other � -cycle. The end points of

the dashed edges go to the � ’s, but we don’t know which edge goes to which � .
Figure 3.15 presents our solution to this case. The figure shows a “proof without
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Figure 3.15: Case 2a of Lemma 3.12

words”. Basically, we consider � sub-cases represented sequentially by � drawings

from left to right.

In the first sub-case, we fix the end points (in the square boxes) of a dashed edge

in the upper half, letting all other dashed edges go freely. The second dashed edge
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in the upper half has only one choice to go, of course. The doubly headed arrow

specifies that we could exchange colors � and � of those two dashed edges so that ��7
looks as shown. It is straightforward to check that in this sub-case ��5 and ��7 respect

the Fþm and 4
5 and 4¾7 respect the F ¬m .
In the second sub-case, we fix the end points of a dashed edge in the lower half.

Assign colors to all edges as shown. The doubly headed arrow on the side means

that no matter which dashed edge goes to which � , we still have ��5 respecting the Fäm .
The last drawing considers the only sub-case left. The figure is self-explaining.

(2b) �E5�%'4\5�% ¶ ��� �H± � ± � � · , �=7�% ¶ �C� �H± � ± � � · , and 4¾7ª% ¶ � ± � � �E� �H± · .
Figure 3.16 presents our solution to this case.
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Figure 3.16: Case 2b of Lemma 3.12

(2c) �E5�%'4\5�% ¶ ��� �H± � ± � � · , �=7�% ¶ � ± � � �E� �H± · , and 4¾7ª% ¶ �C� �H± � ± � � · .
Figure 3.17 presents our solution to this case.

(2d) �E5�%'4\5�%º¶ ��� �H± � ± � �Ô· , �=7b%º4¾7ª%º¶ � ± � � ��� �H± · .
Figure 3.18 presents our solution to this case.
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Figure 3.17: Case 2c of Lemma 3.12
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Before proceeding to the proof of case (2e), we need another proposition, which is very

useful later on in the proof of Lemma 3.13.

Proposition 3.19. Let � be our graph to be colored as usual. For any £{�R�E�h����� , let ¥£ be

the element in �E�������2P±�"£�� . Assume the following hold:

(i) �Ð7Ù7 is a type- � component of � with the two � -cycles going horizontally, i.e. one

� -cycle of �Ð7Ù7 goes from �E5 to 4
5 and the other goes from �h7 to 4q7 .
(ii) There is a partial coloring of � , in which all edges of ��5Ù5 , �õ5�7 , and �Ð7D5 are colored

using twice each color in �=�C���������A@C�����B��� .
(iii) (The partially colored) 4þ5 and 4q7 respect the F ¬m ( l;%I���B���B� .)
(iv) (The partially colored) �HÕ¢ respects the Fäm ( lä%����B���B� .)
(v) �A¢ respects FU5 and Fä7 but does not respect Fn because one component of ��¢ con-

tains some e0�è�����A@�� and another color e ¬ , but e and e ¬ are not representatives of

�=��������������� and �r�������C@C����� .
(vi) The edges get color e go horizontally from �r¢ to 4�¢ and ��Õ¢ to 4�Õ¢ . Moreover, e goes

with ± in a component of 4�¢ , i.e. the edge
�

that gets colored e has the same right end

point as another edge
��¬

in the � -cycle that goes from ��¢ to 4�¢ .
Then, � can be properly colored.

The last drawing in Figure 3.19 is an example of such a situation. In this drawing,

£Ä%'� , e�%1� and e ¬ %I� .
Proof. Firstly, assume e2%J� . Clearly, just as in the proof of Lemma 3.10, we can assign �
and � to edges of the � -cycle going from �HÕ¢ to 4�Õ¢ so that �FÕ¢ respects the Fþm and 4�Õ¢ respects
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the F ¬m . Suppose

�A¢b%�¶ eÔe ¬ e�5 ± e"7�e� ÖeB( ± ·
where ��er�Ae ¬ �Ce�5��Ce"7��Ce" ��AeB(��~%è�=�C���C�����A@C�A�������/%I�=�����������D�������A@�� because �A¢ respects FM5 . AseÔe ¬ is the only component that does not respect F� (i.e. e�%ó� and e ¬ are in �=��������������� ),e�7Ae� are representatives of �=��������������� and �r�C�����A@C�B��� . Thus, e=5"�Ce�(Ä� �r���B���A@�� . In fact, as

�*¢ respects Fä7 , e�5b�ò�r���B��� , e ¬ �×�=�C���h� and thus @Ä�×��e"7��Ae� ��AeB(�� .
Now, assign � to

��¬
and � to the other edge of the � -cycle that goes from �=¢ to 4�¢ . We

claim that after exchanging colors ( � and � ) of
�

and
�=¬

, we have a valid coloring of � .

Indeed, the CIVs �FÕ¢ and 4ÃÕ¢ are not affected. 4C¢ respects F ¬m after the first assignment of �
and � , and keeps respecting F ¬m as we have just exchanged colors of edges having the same

right end point. We only need to be concerned about ��¢ after this exchange. There are two

cases for �*¢ before the exchange:

�*¢�% ¶ ¿ e ¬ e�5 ½ e�7Ae" ÆeB( ¼ ·
or

�*¢�% ¶ ¿ e ¬ e�5 ¼ e�7Ae" ÆeB( ½ ·
The reader can easily check that ��¢ does respect Fþm after the exchange of � and � .

The case where eT% @ is done similarly. The only difference is that
�

gets � this

time.

Remark 3.20. This proposition will prove to be very useful in the proof of Lemma 3.13.

It could be stated in a much more general fashion, however we did not do so because we

will need only this instance of the proposition, and because the general statement would be

too notationally heavy, thus hard to grasp.
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(2e) �E5�%'4q7ª% ¶ � ± � � ��� �H± · , and ��7ª%'4\5�% ¶ �C� �H± � ± � � · .
Figure 3.19 presents the partial solution to this case. The reason this case was only

partially solved is due to the last drawing, i.e. the last sub-case, in which there is a

violation of F; in �=7 . To resolve this violation, we reason as follows. If the � -cycles
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Figure 3.19: Case 2e of Lemma 3.12

of �Ð7Ù7 go horizontally, we apply Proposition 3.19. Otherwise, the � -cycle going from

��5 to 4¾7 could be colored with � and � properly, as in Lemma 3.10. The other � -cycle

has edges going from the blacken vertices at 4ä5 to the ± of ��7 . We assign � to the

edge whose right end point is the second component of 4;5 and � to the other edge.

There are two cases after this assignment, depending on what �E7 ends up being. If

�=7 ends up to be �h7b%º¶ �r� ½ � ¼ @ ��� · , then we apply f � �$�����h� . Obviously, 4þ5 still

respects the F ¬m , and ��7 respects all the Fäm now. If ��7 becomes ��7b%�¶ �r� ¼ � ½ @ ��� · ,
then we apply f � �$���B��� and f=f2��������� to get the same result. In these two situations,

the relative positions of � and � are not important.

Lastly, note that we have used @ colors �=�C�A�������B����������� in the first sub-case, leaving

��@������ . Lemma 3.10 still applies.

(2f,2g,2h) When ��5�% 4q7Ä% ¶ � ± � � ��� �H± · , we have three more cases, which are simple
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and close enough to be considered at once: (2f) �E7¹% ¶ �C� �H± � ± � � · , and 4
5/%¶ � ± � � ��� �H± · ; (2g) �=7!% ¶ � ± � � ��� �H± · , and 4\5b% ¶ ��� �H± � ± � � · ; and

(2h) ��5M%­4q7b% ¶ � ± � � �C� �H± · , �=7b%'4\5n% ¶ � ± � � �E� �H± · .
Figure 3.20 presents the solutions all three cases.
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Figure 3.20: Case 2f, 2g and 2h of Lemma 3.12

3.5 Proof of Lemma 3.13

We assume that the � -cycles of ��7Ù7 go horizontally, i.e. one goes from ���r�h� to �C�r��� , and

the other from �E��@�� to �E��@�� , applying operation � of Proposition 3.8 if necessary. We

start from the coloring shown in Figure 3.21, whose CIV �r¢ respect FM5 and 4�¢ respect F ¬m
( l2%ú�������B� , £�%ú����� ). Moreover, applying both JÄ���C����� and Jõ�����A@�� would yield another

coloring where FU5 , and F ¬m are not violated. So does applying any of Jõ���C�D�E� , JÄ� ������� , orJõ�w���A@�� .
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Figure 3.21: The initial coloring for Lemma 3.13

The possible CIVs are the union of four sets:

ÁM5U%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
�h�± �
���± @
> ²²²²²²²? �

6°°°°°°°7
���± �± �
�l@
> ²²²²²²²? �

6°°°°°°°7
± �
���
���± @
> ²²²²²²²? �

6°°°°°°°7
± �
���± �
�k@
> ²²²²²²²?
³�¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ Áþ7b%

§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
���± �
���± @
> ²²²²²²²? �

6°°°°°°°7
���± �± �
�F@
> ²²²²²²²? �

6°°°°°°°7
± �
�r�
���± @
> ²²²²²²²? �

6°°°°°°°7
± �
�r�± �
�F@
> ²²²²²²²?
³�¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

Áä �%
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
�h�± @
���± �
>
²²²²²²²? �

6°°°°°°°7
���± @± �
���

>
²²²²²²²? �
6°°°°°°°7
± �
�F@
���± �
>
²²²²²²²? �

6°°°°°°°7
± �
�F@± �
�r�

>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ Áþ(�%

§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
6°°°°°°°7
���± @
���± �
>
²²²²²²²? �

6°°°°°°°7
���± @± �
���

>
²²²²²²²? �
6°°°°°°°7
± �
�k@
���± �
>
²²²²²²²? �

6°°°°°°°7
± �
�k@± �
���

>
²²²²²²²?
³ ¨¨¨¨¨¨¨´¨¨¨¨¨¨¨µ

Notice that for all l�%Å�h�����B� , the vectors in Áª5 respect Fþm , Áä7 respect Fþm after applyingJõ�$�����h� , Áþ respect Fþm after applying JÄ�����A@�� , and Á;( respect Fþm after applying JÄ�������E� .
Hence, if �E5 and ��7 belong to the same Áäm then we are done. We could thus also assume 4ä5
and 4¾7 are from different Áþm ’s. Consider � cases.

Case 1. �E5!�ÀÁM5 and ��7Ð�RÁä =)?Áþ( . If ��7i�ÀÁþ( , applying Jõ���C�B��� and JÄ�:���A@�� would keep

��5 in ÁM5 , while move �h7 to Áä . Hence, without loss of generality we can assume �C5Ð�TÁM5
and ��7Ð�RÁä . Consider � sub-cases as follows, which are ordered in increasing in level of
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complexity.

(1a) ��7ª% ¶ ��� ± @ ��� ± � · . In this case, ��7 and ��5 already respect the Fäm .
(1b) ��7�% ¶ ± � �F@ ��� ± � · . In this case, we can not apply Lemma 3.10 directly, but

have to go further. There is no problem with picking colors � and � for the � cycle

of �Ð7Ù7 connecting ��5 to 4\5 . For the other � -cycle, we pick colors and do certain

transformation as follows. Notice that no matter what 4\7 is, the � in 4¾7 is not in the

same component as a ± . There is exactly an edge
�

of this � -cycle where <C� � � and �
are both in the first two components or the last two components of 4
7 . Assign � to

�
and � to the other edge. There are two cases depending on how ��7 ends up to be after

this assignment.

If �=7 becomes ��7?% ¶ ¼ � ��@ ��� ½ � · , then we apply f=f/�����B��� , which keeps 4@7
respecting the F ¬m and makes �h7 respect the Fäm .
If �=7 becomes ��7J% ¶ ½ � �F@ �A� ¼ � · , then we apply f=f/�����B��� , f � �����C@�� and�¹� ��������� . Effectively, this transformation makes ��7Ä% ¶ �h� �h� �k@ ��� · , respect-

ing the Fþm , exchanges each pair �=�C�B��� and �r���C@�� in 4þ5 , and exchanges �=�C���E� in ��5 .
Hence, after the transformation 465 still respects the F ¬m , and �E5 is still in ÁU5 , respecting

the Fþm .
(1c) ��7ª%�¶ ��� ± @ ± � �r� · .

If 4q7 has a ± � as a component (we will write ± �t�Q487 for short), then apply Proposi-

tion 3.19. If ���õ�â4¾7 and ± �Ä�â4q7 , then we apply f4f2��������� , then JÄ���C����� and Jõ�����C@�� ,
so that ��7ª% ¶ �h� ± � ± @ ��� · . Proposition 3.19 could be applied now with eb%J� .
If �A�ñ�f4\5 , then apply f � �$���D�E� . If �k@R�f465 , then apply f � �$�h�A@�� , f4f2���C����� , and
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� f2���C�A@�� , turning ��7 into ¶ ��� ± � ± � �G@ · , while keeping all other CIVs respecting

their corresponding conditions.

Hence, we are left to consider the case where ± ����Q4\7 , not both ��� and ± � are in 487 ,
and ��� and �k@ are not in 4
5 .
As we have seen, the CIVs are useful in classifying how each subset of vertices

�=��������������� and �r�������A@������ of ö and V are connected to the others. There is another

way to classify the “shape” of these connecting patterns. Ignoring the edges of �t7Ù7 ,
each subset �=�C���h�����B��� and �r���B���A@C���E� of ö and V are connected to three horizontal

edges (i.e. edges connecting ��¢ and 4�¢ ) and three diagonal edges (i.e. edges con-

necting �A¢ and 4ÃÕ¢ ). The connecting patterns to each of these vertex subsets can be

classified based on the relative end points of the horizontal and diagonal edges, up to

the application of the first � operations of Proposition 3.8. Figure 3.22 shows all pos-

sible shapes of 4
5 . In the figure, the thicken edges represent edges that go from 4;5 to

Shape 1 Shape 2 Shape 3 Shape 4 Shape 5

Ø �Ø �Ø8Ù Ø �Ø � Ø � Ø �
Ø Ù Ø Ù Ø Ù Ø ÙØ � Ø � Ø �Ø �

Ú �Ú �Ú Ù Ú � Ú � Ú � Ú �Ú � Ú � Ú � Ú �Ú�Ù Ú Ù Ú Ù Ú Ù
Figure 3.22: All possible shapes of 4þ5

��5 (horizontally). The other three edges go from 4ä5 to ��7 (diagonally). It is straight-

forward to check that there are only � possible shapes as shown, up to applying the

first three operations of Proposition 3.8. For example, if 4;5õ% ¶ �h� ± � ± � �k@ · ,
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then it is of shape � . While, ¶ ± � �r� ��� ± @ · is of shape � , and ¶ ± � �k@ �=� ± � ·
is of shape � . Similarly, Figure 3.23 shows all possible shape of 4
7 . These are just

mirror images of the shapes of 465 . We have tentatively label the edges in the shapes

Shape 1 Shape 2 Shape 3 Shape 4 Shape 5

Ø � Ø � Ø �Ø � Ø � Ø � Ø �Ø8Ù Ø8Ù Ø8Ù Ø8Ù
Ø �

Ø8ÙØ �Ø �
Ú �Ú�Ù Ú �Ú�ÙÚ �Ú �Ú �Ú �Ú�Ù

Ú �Ú �Ú �Ú �Ú�Ù Ú�Ù

Figure 3.23: All possible shapes of 4@7
shown. Clearly, some ambiguity exists with the labels of two horizontal or diag-

onal edges which share the same end point. However, as we shall see later, these

ambiguities are not important when we refer to these labels.

Because ��� and �k@ are not in 465 , 4\5 can only be of shape � or � , because given the

way we construct and color � 5Ù5 and �Ä5�7 , the even-numbered edges can not share an

end point. Similarly, as not both ��� and ± � are in 4\7 and ± ����S4¾7 , 4q7 can only be of

shape � or � . For, if 4¾7 is of shape � or � , then either Û\5 was colored � which makes± �W�ò4q7 , or Û@5 was colored � and thus both ��� and ± � are in 4@7 . If 4q7 is of shape � ,
then Û	7 must have been colored � , which makes ± �õ�â4@7 ( � is the color of Û@5 or Û� .)
Now, we describe a way to re-color the @ edges of � in �v5Ù5 , �Ä5�7 , and �Ð7D5 . The

idea is to use color � , � and � to color the horizontal edges, and � , � , @ to color the

diagonal edges. The reader might find it useful sketching several figures while we

are discussing the coloring.
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Let’s start by coloring the edges connected to 4ä5 . When 4
5 is of shape � , we assign

� to Û@5 , and �������h� to ��Û	7���Û� A� . What we mean by this is that one of ��Û¾7���Û� A� will get

� and the other will get � , but which edge actually gets which color is to be decided

later. Û@5 , Û	7 and Û� are connected to the first two components of �C5 (vertices � and � ),
because �E5b�?Á�5 . If some vertex £����=�C���h� is incident to two of these Û¾m ( l;%I�������B� ),
£ must be incident to some Û	m where lv�Å�����B��� . Assign � to Û�m , � to the edge in

��Û�7��AÛ	 *�¹P­��ÛCm·� . Clearly, this way we get a (partially colored) ��5 respecting the Fäm .
Now we have to assign � , � , and @ to the diagonal edges connected to 4n5 . Assign �
to the edge ��m that was originally colored @ . If l;%I� , then assign � and @ to ��7 and �E 
arbitrarily. If l ®%ð� , the assign @ to the edge in �=�C7A�B�� *�¹P­�=��m�� , and � to ��5 . Either

way, 4\5 respects the F ¬¢ (£Ä%I�h�����B� ), and ��7 looks like

�=7�%
6°°°°°°°7
e�5te"7±GÜ±FÝ¾ e� 

> ²²²²²²²? or ��7ª%
6°°°°°°°7
e�5te�7±GÜ±H¾Ý e" 

> ²²²²²²²?
where ��e�5B�Ae"7A�Ae" *�'% �E�h��������� are to be precisely determined when we color the

horizontal edges connected to 4@7 . The case where 4
5 is of shape � is done in exactly

the same way.

Secondly, we need to color the edges connected to 4
7 . When 4¾7 is of shape � , we

assign � to the edge Û�m that was originally colored � . Clearly, l ®%º� because ± �Þ��â4\7 .
Assign � to Û	 and � to the last edge. When 4@7 is of shape � , we also assign � to

the edge Û�m that was originally colored � . If l¦����������� , then assign � to the edge in

��Û�7��AÛ	 *��PJ��ÛCmw� and � to the last edge. If l!%ó� , then assign � and � to Û¾7 and Û	 
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arbitrarily. Either way, 4@7 still respects the F ¬¢ and ��7 must either be

��7ª%
6°°°°°°°7
¸ ¿± �± �@�¹
>
²²²²²²²? or ��7ª%

6°°°°°°°7
¸ ¿± �± @
�ß¹
>
²²²²²²²?

which clearly respects the F
¢ .
The diagonal edges of 4@7 can be assigned � , � and @ in much the same way. �¾5 or ��7
will get @ , the other two get � or � which could be exchanged to ensure �	5 respects

the F@¢ .
(1d) ��7ª%�¶ ± � �F@ ± � �r� · .

If �A���R4\5 , then apply f � �$������� to make �h7¹% ¶ ± � �F@ ± � �E� · and then proceed

similar to case (1b).

If �k@��S4\5 , then apply f � � ���A@�� , then f=f2��������� and
� f2�:���A@�� . Hence, we could now

assume that 4
5 is in shape � or � .
If ���õ�â4q7 , then applying f=f2�w�����h� , �¹� ���C���h� and f � �:���A@�� would do.

Now, suppose ± �/��J4¾7 . As ���g��J4q7 , 4q7 can only be of shape � or � . Proceeding

in the same manner as case (1c) completes the case. Consequently, we could now

assume that ���Å��­4¾7 and ± �S�­4q7 . If �h���­4q7 , then apply f=f2�w���B��� , making ��7 %¶ ± � �G@ ± � �r� · . Proposition 3.19 proves to be useful here again. When ���Ê��À4
7
and ± �õ�â4¾7 and �h�à��â4q7 , it is not hard to show that 487 is of shape � or � .
To summarize, we are left with the cases where 4þ5 is of shape � or � , and 487 is of

shape � or � . We will consider these � possible sub-cases in turn.
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Firstly, suppose 465 is of shape � and 487 is of shape � . We will color the horizontal

edges with � , � and � , the diagonal edges with � , � and @ . For 4;5 ’s edges, assign � toÛ85 and �=�C���C� to ��Û	7A��Û� A� . Which edge gets � or � can be decided in the same manner

as in case (1c) with � and � . Assign @ to �� and �E�����E� to �=��5��B��7A� . Note that one of

�C5 or ��7 must have been colored � originally. Assign � to that originally- � edge and

� to the other. After this assignment, ��7 looks like:

��7ª%
6°°°°°°°7
± e�5e�7 ¾± ¸¹áe" 
>
²²²²²²²? or ��7ª%

6°°°°°°°7
± e�5e"7 ¸±H¾¹(e� 
>
²²²²²²²?

For 4q7 ’s diagonal edges, assign @ to �	5 , and �E�����E� to �=�E7A�B�� A� . For 4¾7 ’s horizontal

edges, assign � to Ûq (which must have been originally colored � because ± ���ò4\7 ),
and � to Û	7 and � to Û@5 . After this assignment, �h7 can only be one of four forms:

�=7ª%
6°°°°°°°7
± �
� ¾± ¸¹��
> ²²²²²²²? or �=7b%

6°°°°°°°7
± �
� ¾± ¸¹��
> ²²²²²²²? or �=7b%

6°°°°°°°7
± �
� ¸±H¾¹��
> ²²²²²²²? or ��7ª%

6°°°°°°°7
± �
� ¸±H¾¹��
> ²²²²²²²?

The first form is good due to Proposition 3.19. The second form is good after apply-

ing f=f2���C�D�E� and Proposition 3.19. The third and fourth form is good after applyingf=f2�w�����E� .
Secondly, suppose 465 is of shape � and 4¾7 is of shape � . We can assume that the edgeÛ85 of 4q7 was originally colored � , otherwise Û¾ was and hence the previous trick still

applies. Moreover, Ûq7 must have been � originally as an originally odd-number edge

must have shared an end point with another edge. Let us first try to assign colors to
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4\5 ’s edges. This time we use � , � , and � for horizontal and � , � , and @ for diagonal

edges. As “usual”, assign � to Û\5 of 4\5 , �=�C����� to ��Û	7A��Û� A� . Starting from here, there

are two sub-cases: (i) when �� was originally � ; and (ii) when �� was originally @ .
If �� was originally � , then assign @ to �� and �E�����E� to �=��5����E7*� appropriately so that

�=7b%
6°°°°°°°7
± e�5e�7 ¸±H¾¹áe� 
>
²²²²²²²?

Then, for the diagonal edges of 4@7 , assign @ to ��5 and �E���B��� to �=�E7��B�� "� with � and �
exchangeable to make ��5 valid. For the horizontal edges of 4@7 , assign � to Û@5 (which

was originally � ) and �=�C����� to ��Ûq7���Û� �� arbitrarily. After this assignment, ��7 becomes

either

��7b%
6°°°°°°°7
±GÜ¿ �± @
� Ý
>
²²²²²²²? or �=7b%

6°°°°°°°7
±H¿Ü �± @
� Ý
>
²²²²²²²?

which obviously respect the F;m .
When �E was originally @ , the situation is more complicated. We will use � , @ and

� for horizontal and ���B� and � for diagonal edges. For 4ä5 ’s edges, assign � to Ûq 
and �=�C�A@�� to ��Û@5��AÛ	7�� . � and @ could be exchanged to make ��5 respect the Fäm . Next,
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assign � to �E , � to �C5 and � to �E7 . After this assignment, �h7 can be one of two forms:

��7ª%
6°°°°°°°7
± e�5e�7 ¿± ¹Ý e" 
> ²²²²²²²? or �=7b%

6°°°°°°°7
± e�5e�7 ¿±FÝ¹áe� 
> ²²²²²²²?

Now it is 4q7 ’s edges’ turn. Assign � to �� , �E������� exchangeable to �=�	5��B��7A� . Next,

assign @ to Û@5 , � to Û	7 (which was � originally), and � to Û¾ . ��7 could now only be:

��7b%
6°°°°°°°7
±GÜ¸ �± �
� ¾
>
²²²²²²²? or �=7b%

6°°°°°°°7
±GÜ¸ �± �
� ¾
>
²²²²²²²?

The second form already respects the Fnm . The second form is good too, due to Propo-

sition 3.19.

Thirdly, suppose 465 is of shape � and 4¾7 is of shape � . We handle this case differently:

we will color the edges so that ��5 and ��7 respect the F ¬m , and 4
5 and 4¾7 respect the

F6m . A vertical flip of � would complete the case. Notice that at 4;5 the original color

of ��7 must have been � , and at 487 the original color of Ûq7 must have been � . We will

use �C�B� and � for horizontal edges and ����� and @ for diagonal edges.

For 4
5 ’s diagonal edges, assign � to ��7 , � to the edge that was @ and @ to the edge that

was � originally. After this assignment, 4þ5 is of one of two forms:

4
5�%
6°°°°°°°7
e�5te"7¹ ±e" Ý±H¾

>
²²²²²²²? or 4\5n%
6°°°°°°°7
e�5ye�7¾M±e� Ý± ¹

>
²²²²²²²?
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and ��7 must be ¶ ± � ��� ± @ �E� · , which respects the F ¬m . Where ��e�5��Ce"7��Ce" A�'%
�E�h�����A@�� whose exact assignment will be decided later. If 4\7 is of the first form,

assign � to Û	 and ��������� to ��Û@5��AÛ	7*� exchangeable for ��5 to respect the F ¬m . If 4¾7 is of

the second form, assign � to Ûq and �=�C����� to ��Û@5"��Û�7A� exchangeable for ��5 to respect

the F ¬m .
For 4q7 ’s horizontal edges, assign � to Û¾7 , � to the edge that was � , and � to the edge

that was � originally. After this assignment, 4\7 is one of two forms:

4¾7ª%
6°°°°°°°7
e�5te"7¿M±e" Ü± ¸

>
²²²²²²²? or 4q7�%
6°°°°°°°7
e�5ye�7¸ ±e� Ü±H¿

>
²²²²²²²?
Here ��e�5"�Ae�7��Ae� A�~%è�=�C�������E� whose exact assignment will be decided later. If 4ä5 is of

the first form, assign @ to �E and �E������� to �=��5����E7*� exchangeable for ��5 to respect the

F ¬m . If 4
5 is of the second form, assign � to �� and �E�h�A@�� to �=��5��B��7A� exchangeable

for ��5 to respect the F ¬m . It is also easy to check that �h7 respects the F ¬m .
Lastly, suppose 4
5 is of shape � and 4¾7 is of shape � . In this case, if ��7 and �E of 4q7
don’t share the left end point, then we can reuse the previous trick. If �	7 and �E of 4q7
have the same left end point, we start coloring in the usual way, namely for the �h¢ to

respect the Fäm and 4�¢ to respect the F ¬m . Note that at 4
5 the color of ��7 originally was

� , and at 4¾7 the original color of Ûq was � (because ± �&�T4¾7 ). We have to consider

two cases, depending on the original color of �¾5 at 4\5 : (i) �C5 was @ ; and (ii) ��5 was � .
If at 4\5 , �C5 was originally @ then we use � , � , and @ for the horizontal edges and �h��� ,
and � for the diagonal edges. We start with 4þ5 ’s horizontal edges, assigning @ to Û¾ 
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and �����B��� to Û@5 and Û�7 . Then, � to �	5 , � to �E7 and � to �E . After this assignment, we

must have

�=7b%
6°°°°°°°7
± e�5e�7 ¿±FÝ¹áe� 
>
²²²²²²²?

Now, let’s assign colors to the horizontal edges of 4\7 . We assign @ to Û	 , whose

original color was � , and ��������� to ��Û
5"�AÛ	7*� , whose exact assignment is such that ��7
respects Fþm . This is certainly possible. After the assignment, we either have

4¾7ª%
6°°°°°°°7
± e�5e�7 Üe� ¸±H¾
> ²²²²²²²? or 4¾7�%

6°°°°°°°7
± e�5e�7 ¸e� Ü±H¾
> ²²²²²²²?

where, eBm is the color of ��m to be chosen from �E���������C� . We assign � to �	5 , � to ��7 and

� to �� if 4¾7 is in the first form. Assign � to �	5 , � to �E7 and � to �E if 4q7 is in the second

form. Recall that ��7 and �E shares the left end point, hence ��5 keeps respecting the

F6m .
If at 4
5 , �C5 was originally � then we use � , � , and @ for horizontal and � , � , and � for

vertical edges. Starting first with 4þ5 ’s edges, we assign @ to Û\5 , �E�h����� to ��Û	7���Û� A� ,
which are exchangeable to make ��5 respect the Fäm . Then, assign � to �E , � to ��5 and

� to ��7 , making

��7ª%�¶ ± e�5âe"7 ¿ ±FÝ Ü e" ·
With 4¾7 ’s edges, assign @ to Û	 and �������h� to ��Û@5"��Û�7A� such that

��7ª% ¶ ± ¹ ¸ � ± � � ¾ ·
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which respects the Fäm . After this assignment, 487 is either

4¾7ª%
6°°°°°°°7
± e�5e�7k¹e� ¸±H¾
>
²²²²²²²? or 4¾7�%

6°°°°°°°7
± e�5e�7 ¸e� K¹±H¾
>
²²²²²²²?

If 4q7 is in the first form, assign � to �� and ��������� to �=��5��B��7A� , which are exchangeable

to make �E5 valid. If 4¾7 is in the second form, assign � to �� and �=������� to �=��5��B��7A�
arbitrarily.

Case 2. ��5��ÂÁM5 and ��7Q�ÉÁþ7 . In this case, we flip � vertically so that 4ä50�ÂÁM5 and

4q70�èÁä7 . Clearly 4
5 and 4¾7 respect F ¬m . We need to modify the coloring so that ��5 and

�=7 respect Fþm . ( FM5 is already respected.) Since 4þ5Ä�'Á�5 and 4¾7W�'Áä7 , we can apply any

sequence of
�¹� ��������� , f � �:���A@�� , � f2�����A@�� and f=f2��������� while keeping F ¬m respected by the

4�¢ . As case � has been done, we can assume that �C5 and ��7 are not representatives of Á�5
and Áä ã)�Áþ( . Consider � sub-cases left:

(2a) �E5i�±Á�5 and ��7 �±Áþ7 . In this case, apply
�Ð� ���C����� and/or

� f2���C�A@�� if necessary to

make �E5v% ¶ �h� ± � �A� ± @ · . Apply f � �:���A@�� as needed so that ��� is one com-

ponent of 4
5 . Apply f=f2���C�B��� if necessary so that �h7 is either ¶ ��� ± � ��� ± @ · or¶ ��� ± � ± � �F@ · . Next, as ��� is a component of 465 , we can apply f � � �����E� , so that

�=7 is either ¶ ��� ± � ��� ± @ · or ¶ ��� ± � ± � ��@ · . The first vector already respects

F6m . The second vector respects Fäm after we switch � and @ , so does ��5 . Hence, we

apply JÄ�����A@�� if necessary to make both ��5 and ��7 respect Fäm .
(2b) �E5��èÁä7 and �=7��fÁ�5 . This is quite similar to the previous case. Apply f=f2���C�B���

and/or f � �����A@�� if necessary to make ��7õ% ¶ ��� ± � ��� ± @ · . Apply
�Ð� ���C����� as
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needed so that �h� is one component of 4þ5 . Apply
� f2�����C@�� if necessary so that ��5

is either ¶ ��� ± � �=� ± @�· or ¶ ± � ��� ��� ± @�· . Next, as �h� is a component of 465 ,
we can apply

�¹� ���C����� , so that ��5 is either ¶ �r� ± � ��� ± @�· or ¶ ± � �r� ��� ± @�· .
The first vector already respects F;m . The second vector respects F;m after we switch

� and @ , so does ��7 . Hence, we apply Jõ�w���A@�� if necessary to make both �C5 and ��7
respect Fäm .

(2c) �E5 and ��7 are representatives of Á;7 and Áä ä)&Áþ( .
Suppose �E5)�ÀÁä =)âÁ6( , so that ��7i�ÀÁä7 . Apply f � �:���A@�� and/or f=f2��������� as needed

so that ��7t% ¶ ��� ± � ��� ± @ · . If �E5t�'Áä , then apply
�¹� ���C����� and

� f/�:���A@�� to

move �E5 to Áþ( . Finally, we apply JÄ�������E� , making ��5 and �=7 both respect Fäm .
The situation when ��5b�?Áä7 and ��72�?Áþ +)�Á6( is done similarly.

Case 3. �E5/�òÁþ7 and �=7Ð�×Áä =)âÁ6( . As Jõ���C���h� and JÄ�:���A@�� transform a vector from Áä( to

Áþ , while keeping a vector from Án7 in Áä7 , we only need to consider ��5��?Áþ7 and �=7/�?Áþ .
If �E5)% ¶ ± � ��� ± � �F@K· , then we first apply JÄ��������� and JÄ���C�A@�� . This would make

��5t% ¶ ��� ± � ��� ± @K· , and move ��7 into Áþ( . Secondly, Jõ���C�D�E� makes both ��5 and ��7
respect the Fþm .

If �E5�%º¶ ��� ± � ± � ��@�· and 4
5b�QÁä7 , then apply these in order: f � �:���A@�� , f=f/���C����� ,� f2�����C@�� , and JÄ���C���E� . While if ��5 is the same but 4872�?Áþ7 , we do
� f2�����A@�� , and JÄ���C���E� .

If ��5�% ¶ ± � �r� ��� ± @�· and 4
5ò�øÁä7 , we apply a sequence of transformations:�¹� ���C�B��� , then JÄ��������� and Jõ�����C@�� , then JÄ���C���E� . While if ��5 is the same but 4¾7~�òÁþ7 , we

do
�Ð� ���C����� , f � �:���A@�� , f4f2���C����� and lastly JÄ���C���E� .
Consequently, the cases left to be considered are:

� ��5)% ¶ ��� ± � ��� ± @ · , ��7 �±Áþ , 4
5 and 4¾7 are representatives of some Á;m and Á@¢
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with l ®%T£ , l ®%�� and £ ®%I� .
� ��5�%�¶ ��� ± � ± � �F@ · , 4\5 and 4¾7 are representatives of Á; and Áþ( .
� ��5�%�¶ ± � �r� ��� ± @ · , 4\5 and 4¾7 are representatives of Á; and Áþ( .
We consider all these sub-cases in turn, using the technique “proof without words”

introduced in the previous section.

(3a) �E5Ä% ¶ ��� ± � ��� ± @ · , ��7&�fÁä /4
5��èÁä7 , and 4¾70�èÁä . Figure 3.24 shows our

solution to this case. The dashed edges are from �õ7D5 , the thicken edges are from
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Figure 3.24: Case 3a of Lemma 3.13

�õ5Ù5 , and the rest of the edges are from �t5�7 . As we are considering the case where

�=70�èÁä , 4\5��èÁä7 , and 4q7&�èÁþ , there are @ degrees of flexibility for the � and �
to move within either the first two components or the last two components of the

associated CIVs. This corresponds precisely to moving the end points of the dashed

edges, within the first two components or the last two components of their CIVs.

In reality, there are totally �HéW%D@h� cases. In Figure 3.24, we consider only three

cases where the end points of the dashed edges in the boxes are fixed. The doubly
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headed arrows indicate that no matter if this end point is at one head or the other, this

coloring is still good. Occasionally, we have to explain why when we move the end

point of the dashed edge to the other head of the arrow, the coloring is still OK. The

explanations are given right on the figure itself, and they are self-explaining.

The CIVs �E5 and ��7 have been put next to the colorings for the ease of referencing

which edge gets which color, and checking if the coloring is a valid one. Note that

we only color the edges not in ��7Ù7 as usual.

(3b) �E5Ä% ¶ ��� ± � ��� ± @ · , ��7&�fÁä /4
5��èÁä , and 4¾70�èÁä7 . Figure 3.25 shows our

solution to this case.
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(3c) �E5Ä% ¶ ��� ± � ��� ± @ · , ��7&�fÁä /4
5��èÁä7 , and 4¾70�èÁþ( . Figure 3.26 shows our

solution to this case.

(3d) �E5�% ¶ ��� ± � ��� ± @ · , ��7{�'Áä 24\5t�1Á6( , and 4q7{�1Áþ7 . This sub-case is a little

special, as we have to consider � cases shown in Figure 3.27.

(3e) �E5õ% ¶ ��� ± � ��� ± @ · , ��7Ç�JÁþ 24\5v�JÁþ , and 4q7{�JÁþ( . This case is even more

special. There are � sub-cases to be considered as shown in Figure 3.28. In the last
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sub-case (see the last drawing of Figure 3.28), we have provided the coloring so that

the �A¢ respect the F ¬m and the 4�¢ respect the Fäm . Flipping � vertically would complete

the proof. The vectors 465 and 4¾7 have been put on the right of the drawing, indicating

that we are trying to flip � vertically.
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(3f) �E5Ä% ¶ ��� ± � ��� ± @ · , ��7&�fÁä /4
5��èÁþ( , and 4¾70�èÁä . Figure 3.29 shows our

solution to this case. In the first and second drawings, we use the vertical flip of � .

(3g) �E5Ä% ¶ ��� ± � ± � �F@ · , ��7&�fÁä /4
5��èÁä , and 4¾70�èÁþ( . Figure 3.30 shows our

solution to this case.

(3h) �E5�%�¶ ��� ± � ± � �F@ · , ��7/�?Áä �4\5ª�?Áþ( , and 4¾72�QÁä . The coloring shown in case

(3f) is also valid here.
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(3i) �E5Ä% ¶ ± � �r� ��� ± @ · , ��7&�fÁä /4
5��èÁä , and 4¾70�èÁþ( . Figure 3.31 shows our

solution to this case. We use the vertical flip of � in the second, third and fifth

drawings.
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(3j) �E5U% ¶ ± � �r� ��� ± @ · , ��7)�QÁþ �4\5b�QÁþ , and 4q7)�QÁþ( . The coloring in case (3e) is

also valid here.

Case 4. �E5t�'Áä and ��7{�'Áþ( . Now that all cases � , � , and � have been proven, we can

assume that 4
5 and 4q7 are also representatives of Án and Áþ( . Otherwise, we flip � vertically

and apply one of the previous cases. This case is surprisingly simple. There are � sub-cases

depending on which of 465 and 4q7 comes from which of Á; and Áþ( . Figure 3.32 shows the

solution to both the sub-cases.
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3.6 Discussions

In this chapter, we have verified that the � -stage SE network for 
 %ð� is rearrangeable.

This result and an extension of another formulation were used to show that ��
bPÄ� SE stages

are sufficient for the rearrangeability of the SE network with � g inputs and � g outputs.

It was conjectured that ��
!P&� SE stages are necessary and sufficient for the SE network

to be rearrangeable. However, there has been very slow progress on proving the conjecture.

Although the proof of the main theorem is tedious and fairly tricky, there are several tricks

that are used very often. Some of the them were general enough to be put as lemmas and

propositions. We were not able to generalize the others, which are interesting in their own

right. The proof, in some sense, also “shows” why this conjecture is so difficult. There

is no particular technique that could be used throughout, we need different tricks to solve

different sub-cases. That is not to say there is no nice proof of the main theorem or the

conjecture, we just were not able to see the “right” formulation, yet. In particular, any

connection of our proof to the formulation of Linial and Tarsi should be helpful, beside the

fact that the binary representation of our colors are precisely the row vectors of the matrix

  to be constructed in Linial and Tarsi’s formulation.
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We hope that our work, besides improving the bound, contributes to the effort of at-

tacking this difficult problem. We believe that an algebraic formulation of the proof would

yield better upper bound for >S��
\� .



Chapter 4

Multirate Rearrangeability and the Chung-Ross

Conjecture

4.1 Overview

As we have mentioned in chapter 3, the notion of rearrangeability is fundamental in any

space switching devices such as telephone switches or optical cross-connects. In fact,

this notion of rearrangeability is referred to as being classical, as in classical switching

networks for telephone technology. New multiplexing technologies on optical networks

such as time/frequency/wavelength division multiplexing (TDM/FDM/WDM) allow a link

to carry more than one channel with different bandwidths, often referred to as different

rates. This environment is called the multirate environment. It also makes sense as inte-

grated broadband networks are viewed by many experts to be the future technology [85],

in which the network needs to provide services to many applications with different band-

width requirements. New switches need to be able to switch multirate channels fast enough

not to be a bottleneck of an optical network. Consequently, classical switching networks

need to be extended to fit the new multirate paradigm. The first effort along this direction

was done by Melen and Turner [119]. The authors partially generalized several concepts

from classical switching networks to multirate switching networks. Chung and Ross [42]

continued this theme and studied the “multirate rearrangeability” of the symmetric � -stage

96



4.1 Overview 97

Clos network, one of the most basic building blocks of MINs. In this chapter, we study

a conjecture made by Chung and Ross on the minimum number of middle switches for a

symmetric Clos network to be multirate rearrangeable. We shall give the original formula-

tion and two other equivalent formulations. Several related properties shall be shown and

improvements on the upper and lower bounds of the number of middle switches shall be

provided.

4.1.1 Original Formulation

The Clos network has been widely used for data communications and parallel computing

systems. Quite a lot of research efforts [14, 38, 42, 52, 69, 72, 86, 106, 108, 109, 119, 151]

have been put on investigating the non-blocking properties and rearrangeability of the Clos

network. The � -stage Clos network was paid special attention to since it can be expanded in

a “straightforward” way to multi-stage Clos network. Our main interest is in the multirate

rearrangeability of the symmetric � -stage Clos network. Let us formally introduce some

related concepts.

The � -state Clos network 9v��
ä5���<�5"�D>?��
@7��D<�7�� is a � -stage MIN, where the first stage

consists of <�5 crossbars of size 
þ5 d > , the last stage has <�7 crossbars of dimension > d 
\7 ,
and the middle stage has > crossbars of dimension <�5 d <�7 (see figure 4.1). Each input

switch ö*m ( l;%è�������A�A��<�5 ) is connected to each middle switch  ?¢ (£õ%��h�������*��> ). Similarly,

the middle stage and the last stage are fully connected.

The symmetric � -stage Clos network 9v��
ä��>?��<h� is nothing but 9v��
ä��<r��>?��
ä��<�� . A

9v�w�����C���E� is shown in Figure 4.2. Any switch is assumed to be nonblocking, i.e. any

inlet can be connected to any outlet as long as there’s no conflict on the outlet. This can

be thought of as a crossbar of size � d » with �	» crosspoints. Having too many cross-
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Figure 4.1: The � -stage Clos network 9v��
;5"��<�5B��>?��
@7A��<�7��

points is expensive and we would like to design a huge switch using smaller switches with

fewer number of crosspoints than when a brute-force design is used. We can also envision

these designs to be some network (or bus) topology where a set of stations (processors,

memories, etc.) can simultaneously communicate with another set of stations. Despite its

practical roots and implications, we are only concerned about the mathematical aspects of

this problem.

The inlets (outlets) of the input (output) switches are the inputs (outputs) of the net-

work. Inputs and outputs are referred to as external links, while links between switches are

referred to as internal links. When 9��:
;��>?�D<�� is used in the multi-rate environment, each

connection is associated with a weight which can be thought of as the bandwidth require-

ment of that connection. A link can carry any number of connections as long as the load,

i.e. the total weight of these connections, does not exceed the link capacity. It is commonly

assumed that links have uniform capacity which is normalized to be unity.

A connection request is a triple ��l3�Ù£���ô!� where l is an inlet, £ an outlet, and ô the

weight. A request frame is a collection of requests such that the total weight of all requests
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Figure 4.2: A � -stage Clos network 9v�w���B�C���E�
in the frame involving a fixed inlet or outlet does not exceed unity. To discuss routing

it is convenient to assume that all links are directed from left to right. Thus a path from

an inlet to any outlet always consists of the sequence: an inlet link � an input switch �
a link � a center switch � a link � an output switch � an outlet link. Furthermore,

since the crossbar is assumed to be nonblocking, a request �:lD�Ù£���ô!� is routable if and only

if there exists a path from l to £ such that every link on this path has unused capacity at

least �MP?ô before carrying out this request. A request frame is routable if there exists a set

of paths, one for each request, such that for every link the sum of weights of all requests

going through it does not exceed unity. 9v��
ä��>?��<h� is called multirate rearrangeable (or

just rearrangeable as the context is obvious) if every request frame is routable.

Let  É��
ä��<�� denote the minimum value of > such that 9v��
ä��>?��<h� is rearrangeable for

given 
 and < . Our problem is to find  É�:
;��<h� . The problem seems to be difficult, as in

1991 Chung and Ross has conjectured that  Â��
;�D<���%I�=
0P � (independent of < !!) and so
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far no one has been able to prove or disprove the conjecture.

4.1.2 The Bipartite Graph Edge Coloring Formulation

Given a request frame ¿ , define a weighted bipartite graph ��òJ%Æ�:öq�BVõ� where ö (resp.

V ) contains all the input (resp. output) switches. There is an edge with weight ô between

vertices x , � of � for each request �:j6��k¾��ô!� where j (resp. k ) is an inlet (resp. outlet) of

x (resp. � ). 9v��
ä��>?��<h� is rearrangeable iff for all ¿ the edges of �¢ò can be > -colored

such that at every vertex, the total weight of same color edges incident to this vertex is at

most unity. To see this, just associate each color with a center switch.

In summary, our problem can be formulated as follows. Given positive integers 
 , <
and an edge-weighted bipartite graph �f%É�:öq�BVõ� with the following properties:

1. � ö
��%�� V0�=%'< .
2. ê8�±�m�v���i� , all edges incident to � can be partitioned into 
 groups such that the

total weight of edges from each group is at most � .
For any edge-coloring of � , let ô h ����� denotes the total weights of edges colored e which

are incident to � . An edge-coloring of � is valid iff ô h �:�C�ª¸f� for all e and � . Our problem

is to find the minimum  É�:
;��<h� such that a valid  Â��
;�D<�� -edge-coloring of � exists.

4.1.3 The Matrix Coloring Formulation

Number the inlets (outlets) consecutively from � to 
@< so that the input switch ö=m (resp.

output switch V2¢ ) consists of all inlets numbered ��l�Pf���$
 « ���A�����$lw
 (resp. �û£vPJ�r�$
 «
���A������£E
 ). Construct an 
8< d 
@< matrix   whose rows (columns) correspond to the inlets

(outlets). Assign  �m¤¢t% ô if there exists a request �:lD�Ù£��Dô~� , and  ×m�¢v% � otherwise.  
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satisfies the condition that each of its row and column sums is between � and � . Each input

(resp. output) switch ö�m (resp. V�¢ ) corresponds to the set of rows ��l8Pñ�r� 
 « �����A���Dl�
 (resp.

� £�P �r�$
 « ���������w£�
 ) which we will call a block row (resp. block column). Our problem is

to find the minimum integer  Â��
;�D<�� such that we can color all cells of   using  É��
ä��<��
colors satisfying : (a) the sum of cells of the same color in each block row is at most unity;

(b) the sum of cells of the same color in each block column is at most unity.

Remark 4.1. There is a subtle difference between this formulation and the other two.

Here, by coloring each cell as a whole we force any two requests of the form ��l3�Ù£���ôi5D�
and �:lD�Ù£���ô�7�� to be routed on the same route. However, we shall prove that this formulation

is equivalent to the other two with respect to the minimum number of colors  É�:
;��<h� .
4.2 Existing Results

When all rates are either � or � , the problem is called the classical circuit switching problem

[14]. The following theorem can be found in [14].

Theorem 4.2. When all weights are chosen from �=�C�A�h� ,  É�:
;��<h�M%'
 .

We shall provide a slightly different proof from that in [14] of this theorem in a later

section, making use of our matrix formulation. For the general multi-rate network, the

results are quite fragmented. Let us introduce some more notations. When the weights are

forced to be chosen from a given set Ê of ^ distinct weights, let   a �:
;��<h� denote minimum

number of middle switches so that 9v�w  a �:
;��<h�"�D
;��<h� is rearrangeable in the sense that all

requests have weights in Ê . If ¦ and S are lower and upper bounds of all weights, where

�òÃó¦0¸&S ¸ � , then  É�:
;��<h� becomes   ü ô 3 � ý �:
;��<h� . Similarly, we define   Û ô 3 � ý �:
;��<h� ,  ü ô 3 � Ü ��
ä��<�� , and   Û ô 3 � Ü �:
;��<h� in the obvious way.
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Remark 4.3. The followings are immediate.

(i)  É��
ä���r�M%º
 .

(ii)  É�$���D<���%�� .
(iii)   5 ��
;�D<���%'
 by Theorem 4.2.

(iv)  É��
ä��<��b¯º  a O 5 ��
;�D<��b¯º  a ��
;�D<��@ê\^Ç¯f� .
(v)  É��
ä��<��M%'  ü 0 3 5 ý ��
ä��<��ª¯º  ü ô 3 � ý ��
;�D<�� for � Ãõ¦)¸öSã¸f�

(vi)  É��
ä��<��b¯ 
 .

Thus, from now on we assume 
ä��< ¯J� . Finding the exact values of  É��
ä��<h� seems to

be a difficult problem, just as what happens with our previous Beneš conjecture problem,

although this problem has a completely different nature and seems to be more tractable.

4.2.1 Lower Bounds

There are very few known results on the lower bounds of  É�:
;��<h� . One plausible reason

for the lack of attention to the lower bound is that from the practical point of view, the

upper bound is more important. However, I think another reason is that the “only” way

to get a lower bound È for  É��
ä��<h� is to specify a request frame which requires at least

È middle switches, while specifying this request frame gives so much insight into solving

the problem which we don’t quite have yet. Du, Gao, Hwang, and Kim [52] proved the

following.

Theorem 4.4. When <Ä¯­� ,
(i)   7 ��
;�D<��ª¯ 
 « � .
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(ii)    ��
;�D<��ª¯&÷ 5Ù5:gø­ù .
We shall improve all these bounds by showing that when <õ¯'� ,    ��
ä��<��ª¯ú÷ # g( ù .

4.2.2 Upper Bounds

Melen and Turner [119] gave an elegant algorithm called CAP to route requests. Based on

CAP and a new tricky lemma, Du et al. [52] proved :

Theorem 4.5 (Du et al., 1998). For � Ãõ¦)¸öSã¸f� ,
(i)   ü 0 3 � ý ��
;�D<��ª¸ g L �5 L � .

(ii)   ü ô 3 5 ý ��
ä��<��ª¸ 
2² 5ô"³ .
(iii)  É��
ä��<h��¸&÷ (�5:g L(û e5 é ù , where ��gi%1.C�����C@C�B� if 
àüJ�C���������B�±�:svY�uÇ�E� .

Recently, Lin, Du, Hu, and Xue [108] proved the followings.

Theorem 4.6.  Â��
;�D<��b¸º��
{P�� when each weight is chosen from a given finite set

�B�@5"�������:� Ì �w� Ì O 5B��������� a �E�
where

�Ð¯À�@5ª�1�A����� Ì ¯ò� Ì O 5b�'��������� a �
and

� a � � a L 5��w� a L 5A� � a L 7��������:� Ì O 7h� � Ì O 5��
Here Û and ^ are positive integers, and j�� k means k is an integer multiple of j .
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Theorem 4.7. We have

(i)   7 ��
;�D<��ª¸º��
{P � .
(ii)   Û c_ 3 5 ý �:
;��<h�ª¸º��
{P � .

In another paper, Lin, Du, Wu, and Yoo [109] proved :

Theorem 4.8. We have

(i)    ��
;�D<��ª¸&÷ ø g( ù .
(ii)    Û c� 3 5 ý �:
;��<h�ª¸º��
 .

4.3 Main Results

All of the results above were approached from the first two formulations. It is natural to

start approaching the problem from the third formulation with the hope of obtaining some

result(s) of a different nature. This is true as it turns out to be, although our results here are

not as strong in most cases.

4.3.1 General Observations

First we show the equivalence of the matrix formulation to the other two. Let   Käý Ë
þ mÿ���:
;��<h�
and  �� þ m 2 m g ý Õ ��
ä��<h� denote  É��
ä��<�� for the matrix and original formulation respectively. We

prove

Proposition 4.9.   Kãý Ë
þ mÿ����
ä��<h�U%' �� þ m 2 mëg ý Õ �:
;��<h�
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Proof. Given any request frame ¿ , construct our matrix   as usual with  Rm�¢�% � Û m 3 ¢ 3 � Ü ¨Ôò ô .

Since we can use   Käý Ë
þ mÿ���:
;��<h� colors to properly color our matrix, only   Käý Ë
þ mÿ���:
;��<h�
middle switches are needed to route the requests in ¿ . This shows   Kãý Ë
þ mÿ�C��
;�D<�� ¯ �� þ m 2 m g ý Õ ��
ä��<�� .

Conversely, any matrix   satisfying conditions as in the matrix formulation can be

used to construct a valid request frame, which can be routed using  �� þ m 2 m g ý Õ �:
;��<h� middle

switches. Associating each middle switch with one color, this routing induces a valid

coloring for our matrix. Thus,   Kãý Ë
þ mÿ����
ä��<��ª¸º �� þ m 2 m g ý Õ ��
ä��<�� .
Proposition 4.10.  É��
ä��<h� is invariant under the following assumptions :

(i)   is doubly stochastic.

(ii)   contains only rational numbers, i.e.   is rationally doubly stochastic.

Proof. (i) Let   Ø ©*��
;�D<�� denote  É��
ä��<�� when   is doubly stochastic. Given our matrix

  , if   is not yet doubly stochastic then clearly there exist a row < and a columne of   whose sums
� ��<h� and

� ��e*� are Ãú� . Increase the cell at the intersection of

< and e by s­¬�®¾�E�~P � ��<h�"�A�!P � ��e*��� then   is now closer to be doubly stochastic.

Repeatedly doing this would make   doubly stochastic after a finite number of steps

(at most ��
 7 < ). Color the doubly stochastic matrix   ¬ obtained from this procedure

using   Ø ©*��
ä��<�� colors. Clearly this coloring induces a valid   Ø ©A��
ä��<�� -coloring of

the original   . Hence,  É�:
;��<h�b¸º  Ø ©��:
;��<h� . The other direction is trivial.

(ii) Let   þ ý Ë ��
ä��<h� denote  É�:
;��<h� when   contains only rational entries. Obviously

  þ ý Ë �:
;��<h��¸  Â��
;�D<�� . Conversely, given our matrix   we can reduce all non-

rational entries of   by at most � to make them all rational, where � is small enough
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so that at any block row and block column, if any subset of entries sum up to more

than � then it remains to be more than � after the perturbation.

Corollary 4.11. We can assume that   is an integral matrix each of whose rows and

columns sum up to a common integer , . The only difference is that at each block row and

block column, the sum of same color cells is now required to be ¸­, .

To illustrate some good aspect of this matrix approach, let us provide a proof of Theo-

rem 4.2 using the matrix formulation.

A proof of Theorem 4.2. When all weights are chosen from �=�C�A�h� ,   can be assumed to be

a permutation matrix by part (i) of Proposition 4.10. Recall that   has dimension 
8< d 
@< ,
we can think of   as a < d < matrix, each of whose entry is an 
 d 
 matrix, called a block

of   . Construct a matrix   ¬ of dimension < d < , where each entry of   ¬ is the sum of all

entries in the corresponding block of   . Then,   ¬
is an integral matrix whose line sums

are 
 . Using P. Hall’s matching condition, it is easy to show that   ¬
can be written as a

sum of 
 permutation matrices. This decomposition of   ¬ induces a decomposition of  
into a sum of 
 (0,1)-matrices  ñ5"�� �7��A�����D Sg where for each l , no two � -entries of  ×m lie

in the same block row or block column of   . Color all � -entries of   which correspond to

an  Sm using one color, then we have a valid 
 -coloring of   . Thus,  É�:
;��<h�!¸J
 , which

implies  É�:
;��<h�M%'
 .

4.3.2 Lower Bounds

When looking for a lower bound of  É�:
;��<h� , the following proposition is helpful.

Proposition 4.12. For integers ^8��
ä��<õ¯f� , >ó¯­� , we have
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(i)  É��
ä��< « ����¯º Â��
;�D<�� .
(ii)  É��
 « �h��<��ª¯º Â��
;�D<�� « � .

(iii)   a O 5 ��
 « >?��<��ª¯º  a ��
ä��<�� « > .

Proof. We provide only the proof of (i). (ii) and (iii) can be proved in a similar manner.

Given any doubly stochastic 
@< d 
@< matrix   , we construct a doubly stochastic matrix

  ¬ by adding to   another block row ¡ and block column 9 of size 
 whose entries are

all � ’s except that at the intersection block of ¡ and 9 we put an 
 d 
 permutation matrix.

Any valid coloring of   ¬ induces a valid coloring of   , thus  É��
ä��< « �r�¹¯� É�:
;��<h� as

wanted.

Theorem 4.13.    �:
;���h�ª¯&÷ # g( ù
Proof. We construct a matrix of the following form. Here we give an example when 
&%/@ .
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� @ � � � � � ��� � � � � �
� � @ � � � � ��� � � � � �
� � � @ � � � � �Ó� � � � �
� � � �<@ � � � �Ó� � � � �
� � � � �<@ � � � �Ó� � � �
� � � � � � @ � � �Ó� � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �

In general, we consider a ��
 d �=
 matrix   as follows.   has 
?� @ ’s going along the

main diagonal of the second quadrant, 
â��� ’s going pair by pair down in the first quadrant,

and g 7 � ’s in the fourth quadrant. To validly color   , all � @ ’s have to be colored differently

with a set 9 of 
 colors, and all � ’s have to be colored differently using a set 9 ¬ of g 7 colors

( 9 and 9 ¬ are not necessarily disjoint). Let ^ be the number of ��� ’s which were colored by

some colors in 9 . Since at most two ��� ’s can have the same color, the first block column

needs at least 
 « g L a7 %  ·g7 P a 7 colors. Similarly, the second block column needs at leastg 7 « ^ « g L a7 %º
 « a 7 colors. Hence, in total we need at least

s��	�q� �h
� P ^ � ��
 «�^� �õ¯ �  ·g7 P a 7 � « ��
 « a 7 �� % ��
�
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Although obvious from Proposition 4.12 and Theorem 4.13, the following is worth

mentioning.

Corollary 4.14.  Â��
;�D<��b¯&÷ # g( ù , when <�¯º� .
4.3.3 Upper Bounds

Now, we show a result of a different nature than all the existing results on this problem.

Theorem 4.15.  É�w� a �D<��ª¸­� a .
Proof. First, some notations are to be introduced. For any subset 9 of entries of   , let� ��9i� denote the sum of all entries in 9 . For any submatrix J of   , let �dJ~��m�
 (resp. �dJ~��
Þ¢ )
denote the l ËÍÌ (resp. £ ËÍÌ ) row (resp. column) of J .

We proceed by induction on ^ . The inequality holds trivially when ^�%É� by Remark

4.3. Consider a � a O 5 < d � a O 5 < matrix   .   can be thought of as a < d < block matrix

where each block is a � a O 5 d � a O 5 matrix. For �\��»Ä�×�E�����A���3<E� , let J N Ï be the � a O 5 d � a O 5
matrix at the intersection of the � ËÍÌ block row and » ËÍÌ column of   . J N Ï consists of �
quadrants of dimensions � a d � a : S N Ï5 , S N Ï7 , S N Ï , S N Ï( .

Note that  É��
ä��<�� is unchanged when permuting rows (columns) within the same block

row (block column) of the corresponding matrix. We call these permutations valid. Now,

validly permute rows and columns of   to maximize the following sum :

�
5�
 Nl3 Ï�
 þ � � ��S N Ï7 � «±� ��S N Ï( �D�

For convenience, we abuse notation by also denoting the new matrix by   . Now, we

construct the following � a < d � a < matrices :
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1.  R5 consists of all blocks S N Ï7 .

2.  �7 consists of all blocks S N Ï( .

3.  � consists of all blocks S N Ï5 « S N Ï .

Clearly, we can apply induction on  ±5 and  ×7 . To apply induction on  ò also, we need

to show that each row and column of  ò sums up to at most 1. This is equivalent to the

following conditions :

(i) êä�i¸ò�0¸­<r���¹¸ lU¸º� a , þ� Ï`�85 � � �D��S N Ï5 � m�
B� «±� �D��S N Ï �Ùm�
B�D�b¸f�
(ii) êä�i¸ »õ¸ <r���Ð¸R£�¸º� a , þ� N �85 � � �3��S N Ï5 ��
Þ¢"� «±� �D��S N Ï ��
Þ¢A�3�ª¸f�

To see (i), Let   ¬ be the matrix obtained from   by interchanging rows �à�UPW�r�D� a O 5 « l and

�à�!PQ�r�D� a O 5 « � a « l . These are the rows corresponding to ��S N Ï5 �Ùm�
 and ��S N Ï �Ùm�
 respectively.� �w 1��¯ � ��  ¬ � implies that

þ� Ï`�85 � � �D��S N Ï5 �Ùm�
B� «±� �3��S N Ï �Ùm�
B�3��¸ þ� Ï��85 � � �D��S N Ï7 �Ùm�
B� «±� �D��S N Ï( �Ùm�
B�3�
But,   is doubly stochastic. Thus,

þ� Ï`�85 � � �D��S N Ï5 � m�
B� «±� �D��S N Ï �Ùm�
B�D� « þ� Ï`�85 � � �3��S N Ï7 �Ùm�
B� «ñ� �3��S N Ï( � m�
B�3�M%1�
This proves (i). Condition (ii) can be proved similarly. Now, applying induction hypothesis

on  R5 ,  �7 and  � , we can use � d � a colors to color   .



4.4 Discussions 111

Corollary 4.16.  Â��
;�D<��b¸­� ������� I g�� .
Proof. Given a doubly stochastic 
8< d 
@< matrix   . Extend   in the straightforward

way to obtain a doubly stochastic matrix   ¬ of order � ������� I g�� < . Any valid coloring of   ¬
induces a valid coloring of   .

Note that Corollary 4.16 beats Theorem 4.5 for 
­%ú� and 
­%o� . In fact, applying

Theorem 4.15 with a good example we can show that  Â�w����<h�M%'� . For practical purposes,

small values of 
 make sense. However, from the theoretical perspective, this is not good

at all. The upper bound in Theorem 4.5 is linear, while ours is super linear. However, in the

same endeavor to beat existing results when 
 is small, we also show the following, which

is better than all existing results.

Proposition 4.17.  É������<��ª¸ö@
Proof. The proof is based on a method similar to that of Theorem 4.15’s proof. It is simple

but tedious to put formally, and thus omitted here.

4.4 Discussions

There is one big aspect of this problem which has not been explored, namely the algorithms

to route the requests. Clearly the CAP algorithm [119] is one of them. There are several

works along this line such as those in [38, 106]. I have to admit that I have not looked

carefully into this. I took one route to go about solving this problem–the route of finding the

“best” possible result first, and then look for an algorithm to achieve it later. Clearly, on my

way I might come up with some sort of an algorithm (not necessarily polynomial though).

After all, I’m not yet so much into Constructive Mathematics. Traditional Mathematics

(with existential proofs) still makes perfect sense.
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One might wonder why Corollary 4.11 was stated but has not been used anywhere.

Actually, since all those integral matrices satisfying conditions of Corollary 4.11 can be

written as a sum of (at most , 7 Pº�h, « � ) permutation matrices, one might attempt to

devise an algorithm which colors our matrix   inductively from these matrices. To show

 É�:
;��<h�b¸º��
!P&� as conjectured by Chung and Ross [42], I actually did this and generated

random matrices to test my algorithm. It worked in all the random cases but I haven’t been

able to show that the algorithm works in general. Basically, the algorithm starts from

one permutation matrix (which can be colored with 
 colors), and inductively modifies its

coloring upon adding a new permutation matrix into the current matrix until the entire  
is obtained.

There are several natural extensions to this problem that one might consider. Firstly,

Du et al. [52] extended the bipartite graph formulation to the following problem. Let ��%
���M�B�t��Gè� denote a weighted multigraph where each

� �è� is associated with a weight

ôõ� � �õ�ºG , ¦WÃÅôõ� � �õ¸óS , and ¦ and S are constants satisfying �QÃ ¦W¸óSÆ¸ø� . The

edges are to be colored such that for each vertex � and each color e , ô h �����Q¸ � . The

problem is to minimize the number of colors. When ¦!%�S�%Å� , this number is �ª����� , the

chromatic number of � . They quoted : “Surprisingly, this very natural extension of the

edge-coloring problem seems to have been neglected in the literature”. They also showed

that this number is ¸&÷ 5 + g L #é ù .
In the same line of thought, I think there is another ”natural” extension of this problem

in the bipartite case, which would lead to generalizations of several classical results in

Matching Theory. Before this report, all the results as those in [52,108,119] made extensive

use of the following theorem by König. The book by Lovász and Plummer [111] contains

most of the references related to the theorems stated in this section.
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Theorem 4.18 (König’s Line Coloring Theorem, 1916). For every bipartite graph � , ���A���i�M%� ���i� .
Here ���A���i� is the chromatic index of � , i.e. ��������� is the minimum integer so that a���A���i� -edge-coloring of � exists, and

� ����� is the maximum degree of all vertices in � .

This theorem can be proved ”easily” using one of the following three theorems.

Theorem 4.19 (König’s Minimax Theorem, 1975). If � is bipartite, then  
���i�ª%"!\����� .
Here  
���i� is the matching number, i.e. the size of the maximum matching, and !\����� is the

vertex covering number, i.e. the size of the minimum vertex cover, of � .

Theorem 4.20 (P. Hall, 1935). Let �è%É�dJ��ASÄ� be a bipartite graph. Then � has a match-

ing of J into S if and only if ��#U�ÞxS�r�E¯É� x�� for all xÖ-ÅJ .

Theorem 4.21 (Frobenius, 1917). Let � % ��Ji�ASÄ� be a bipartite graph. Then � has a

complete matching if and only if � Jv��%ã� S&� and ��#U�ÞxS�r�E¯É� x�� for all xÆ-ÅJ .

Frobenius’ Theorem is often called the Marriage Theorem. It is interesting to note that

all three theorems are equivalent, and the proof of their equivalences isn’t so hard to find.

It is even more interesting to know that they are all equivalent to the celebrated Dilworth’s

theorem :

Theorem 4.22 (Dilworth, 1950). In any finite poset, the size of any largest antichain equals

the size of any smallest chain decomposition.

Although these are interesting results, one might wonder what they have to do at all

with our problem. Well, may be not all of them are related (for now). But first, let’s look

at Theorem 4.18. An obvious corollary of this theorem would be that for any > -regular
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bipartite graph � , the minimum number of matchings � can be decomposed into is > (and

thus these matchings have to be all perfect). Our problem adds weights to everything. Let’s

define a ô -matching of a weighted bipartite graph � to be a subgraph � of � such that at

any �v�Ì�W���â� , total weights of edges incident to � is ¸f� . Our problem in general is to look

for the minimum number of ô -matchings a weighted bipartite graph can be decomposed

into. There is another constraint to the problem, which says that at any vertex � of � , all

edges can be partitioned into 
 groups of weight sums ¸ � . If each of these 
 groups

sums up to � (as in the doubly stochastic case), we obviously have an ô - 
 -regular bipartite

graph. As we have seen, the minimum number of ô -matchings that � can be decomposed

into is ¯ # g( .

Theorem 4.18 can be obtained from any of P. Hall’s, König’s Minimax, Frobenius’ or

Dilworth’s Theorems. Hence, a natural question to raise is : is there any weighted version

of one of these theorem which would give us the exact value of  É�:
;��<h� ? P. Hall’s Theorem

is the most obvious candidate to start with. For example, given a weighted bipartite graph

� % �dJ��ASÄ� with all weights ¸ � , we define a ô -matching from J into S to be a ô -

matching � of � such that J&- �v���?� and for all �Q� J , �âÃèô � �����¹¸ð� . Here ô � �����
denotes the sum of all edges incident to � in � . To extend P. Hall’s theorem, we would like

to find a condition on � for a ô -matching from J into S to exist. It is not obvious how to

extend the condition ��#U�ÞxS�r�
¯-� x��ë�Mê¾x - J to a weighted version, let alone using that

extension to show  É��
ä��<��M%J�=
{P � . Some studies along this line would be interesting.

Lastly, a weighted version of Dilworth’s theorem would be really amazing to see. To

conclude, I strongly believe that  Â��
;�D<��M%1�=
0P±� .



Chapter 5

Multicast Nonblocking and the DHH-Erdős Conjecture

5.1 Overview

In this chapter, we go back to the � -rate model and study the relationship between a conjec-

ture by Hwang and Lin (1995, [91]) about the multicast nonblocking properties of � -stage

Clos networks and a conjecture by Du, Hsu, Hwang [47] and its extension by Paul Erdős.

We shall avoid the already boring path of presenting network related material first and

mathematical material later. Instead, we jump right into these fascinating conjectures and

give the application on interconnection networks later.

Consider 
 disjoint triangles and a cycle on the �h
 vertices of the 
 triangles. The union

of the 
 triangles and the cycle is called a cycle-plus-triangle graph. In 1986, Du, Hsu, and

Hwang [48]1 conjectured that every cycle-plus-triangle graph has independent number 
 .

i.e. the maximum independent set contains 
 vertices. Soon later, Paul Erdős got interested

in this conjecture and improved it to a stronger version that every cycle-plus-triangle graph

is � -colorable. Due to Erdős’ promotion in his frequent traveling, this conjecture becomes

quite well-known during the past ten years. There were several efforts [6, 66] to attack the

conjecture and it was finally proved by H. Fleischner and M. Stiebitz [70].

In this chapter, we give an extension of the above conjecture with an application inz
This paper was accepted in 1986 but published in 1993.
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switching networks.

5.2 Extension

Let us first consider a slightly more general situation. Instead of a cycle, consider a union

of disjoint cycles on the ��
 vertices of the 
 triangles. That is, we consider a graph �
constructed by taking the union of 
 disjoint triangles and a disjoint union of cycles on the

�h
 vertices of the 
 triangle.

Is � still � -colorable? The answer is MAY BE NOT. In fact, the graph in Figure 5.1

is not � -colorable since it contains a clique of size four. But it can be obtained by taking

union of four disjoint triangles and a union of three cycles of size four.Z

Z
Z

X\
\

X
W \

X\
W

Figure 5.1: Not � -colorable but � -colorable

This example also shows that a similar conjecture made in [51] is false. The conjecture

is as follows. Consider the line graph � of a � -regular graph. Partition the vertex set of �
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into disjoint subsets of size exactly 
 with �Ç¸J
ò¸f�h��P­� and for each subset, construct

a clique on it, with possible reuses of original edges of � . Then, the resulting graph � 

is �h� PJ� vertex-colorable. In the above counterexample, we have �Q%ø� and 
±% � . �
consists of three cycles of size 4 and its vertices are divided into four subsets of size exactly


 . But, � 
 is not �w���ÐP �r� -colorable.

The graph in Figure 5.1 is 4-colorable. In general, is � 4-colorable? The answer is

YES. In fact, every vertex in � has degree four. It is well-known that a connected 4-regular

graph is 4-colorable unless it is a complete graph of order five [24]. Clearly, � cannot have

a connected component of size five. Therefore, � is 4-colorable.

The above observation suggests the following conjecture.

Conjecture 5.1. Consider a graph � with maximum degree > . Let f2���?� be the line graph

of � . Divide all vertices of f2���?� into disjoint groups of size at most 
 . Connect all vertices

in each group into a clique. If >-¸ 
 , then the resulting graph is ��> « 

� -colorable.

The reader may have question on the coloring number > « 
 . Why do we use > « 

instead of > « 
QPè� ? In fact, for the above example, we have > % � and 
1%ú� and

the resulting graph is ��> « 
ÀPÉ�r� -colorable. The following example may provide an

explanation.

Let � be a complete graph of order four. Let �	�A¦��Aer�B� be vertices of � . The line graphf2���â� of � contains six vertices �á¦ , e*� , �áe , ¦�� , �E� , ¦�e . Now, we divide them into three

groups ���á¦��Ae"��� , ���(er�A¦���� , ���E�q�C¦Ôe�� . Connect every two vertices in the same group with

an edge. The resulting graph � is a complete graph of order six. Thus, it cannot be 5-

colorable. However, we can have > %ó� , 
'% � and > « 
SPI��% � (note: > ¸o
 ).

Actually, in this example, each group has size 2 (less than 3). Therefore, this is also an

example to explain why we need condition > ¸ð
 . In fact, if we remove the condition
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> ¸É
 , then the example fits the condition > % � and 
À% � . In this case, > « 
T%ã� .
However, � is not 5-colorable.

Theorem 5.2. Conjecture 5.1 holds for > %1� and � .
Proof. It is a well-known fact that every graph with maximum degree

� ¯Æ� must be

� � « ��� -colorable and furthermore, it is
�

-colorable unless the graph contains a subgraph

isomorphic to the complete graph of order
� « � , i.e. a clique of size

� « � [24]. Note that

the resulting graph in Conjecture 5.1 has maximum degree ����>ãP��r� « 
{P�� . For > %1� ,
������> Pº�r� « 
&Pº�r� « �i%�> « 
 and for >á%�� , �C��> Pº�r� « 
&Pº�i%�> « 
 . Thus, it

suffices to show that for > %'� , the resulting graph does not contain a clique of size 
 « � .
For contradiction, suppose that the resulting graph contains a clique « of size 
 « � . Since

it has maximum degree 
 « � , the clique « must be a connected component of it. Thus,

we may assume, without loss of generality, that the resulting graph itself is the clique « .

Now, we want to prove that « can not be obtained in the way described in Conjecture 5.1.

To do so, we consider the problem of removing disjoint cliques of size at most 
 to obtain

a graph with maximum degree at most ���:> P­�r�ª%f� . Since every vertex in « has degree

> « 
ò%Â
 « � , each removed clique has to have size 
 in order to have degree 
&P'� at

each vertex. It follows that 
1�ä��
 « �E� . Since 
±¯É> %ã� , we must have 
R%�� . Thus,« is a clique of size 8. Removing two disjoint cliques of size 4 from « results in a graph

F as shown in Figure 5.2. This graph F cannot be the line graph f2���?� of a graph � with

maximum degree at most three. In fact, F is 4-regular. If F % f2���?� , then � must be

3-regular. So, each vertex of F must be adjacent to four vertices which can be divided into

two pairs such that vertices in the same pair are adjacent. However, this is not true to F , a

contradiction.

Now, we propose a direct generalization of DHH-Erdös conjecture as follows.
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Figure 5.2: Graph F .

Conjecture 5.3. Consider a > -regular > -connected graph � . Let f2���?� be the line graph

of � . Suppose all vertices of f2���?� can be divided into disjoint groups of size exactly 
 .

Add a clique of size 
 on vertices in each group. The resulting graph is �:> « 
×P1��� -
colorable.

The results in [66, 70] shows that this conjecture holds for >o%1� .
5.3 An Application to Switching Networks

Conjecture 5.1 has an application in switching networks. To see it, let us first introduce

some concepts in switching networks. Part of the following discussion has been presented

in the previous chapter. However, to keep this chapter relatively self-contained we restate

some definitions here.

Consider the three stage Clos network 9v��
;5���<�5"��>?�D
@7���<A7�� as defined in section 4.1.

See figure 5.3 There are totally <�5$
65 inlets in the first stage and totally <=7B
@7 outlets in the
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Figure 5.3: The � -stage Clos network 9v��
;5"��<�5B��>?��
@7A��<�7��

third stage. Denote by ö the set of all <�5$
65 inlets in the first stage and by V the set of all

<�7D
@7 outlets in the third stage. Then a connection in a three-stage Clos network is a pair

�Þj6��k�� , where jS�×ö and k&�×V . A route is a path in the network joining an input crossbar

(i.e., a crossbar in the first stage) to an output crossbar (i.e., a crossbar in the third stage)

and a route < realizes a connection �Þj6��k�� if j and k belong to the input crossbar and the

output crossbar joined by < , respectively.

A set of connections is compatible if for every input switch örm , there are at most 
ä5
connections involving ö�m , and for every output switch V2¢ , there are at most 
\7 connections

involving V¦¢ . In other words, multicasting is involved. A configuration is a set of routes

and it is compatible if every edge in the network is used only once. A set of connections

is said to be realizable if there exists a compatible configuration which contains routes

realizing all connections in the set. A network is said to be rearrangeable if every com-

patible set of connections is realizable. It is well-known that a three-stage Clos network

9v��
65���<�5"��>?�D
@7���<A7�� is rearrangeable if and only if si¬�®
�:
;5���
87"�v¸ > [90]. A connectione is said to be compatible with a compatible set 9 of connections if 9g)×��e�� is still com-
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patible. A route < is said to be compatible with a compatible configuration ¡ if ¡/)ò�r<E�
is still compatible. A network is said to be strictly nonblocking if for every compatible

configuration ¡ realizing a connection set 9 and every connection e compatible with 9 ,

there exists a route < such that < realizes e and is compatible with ¡ . A three-stage Clos

network 9��:
þ5"��
@ ��D<�5���<�7A��<� �� is strictly nonblocking if and only if >ó¯ 
;5 « 
@ UP�� .
The above concepts can be easily extended to one-to-many connections, i.e. when

multicasting is involved. A 1-to- ^ connection is a �w^ « �r� -tuple �Þj6ÿ�k	5���kh7 _�_�_ �Dk a � where

j��âö and k�5��Dkh7A� _�_�_ ��k a �âV .

Note that for those k�¢ ’s lying in the same output crossbar, the path from j can branch

at that output crossbar to reach these k=¢ ’s. But for k�¢ ’s lying in different output crossbars,

the branching has to take place either in the input crossbar or at a center crossbar. It is well

known [90] that if branching at input crossbars is allowed, then the symmetric � -stage Clos

network 9v��
ä��>?��<h�ª%è9��:
;��<r��>?�D
;��<h� is rearrangeable for 1-to- ^ connections if > ¯è^�
 .

However, the case that input switches do not have the branching capability remains an

open problem. Hwang and Lin [91] conjectured that 9��:
;��>?��<h� is rearrangeable for 1-to-

2 connections and meanwhile strictly nonblocking for 1-to-1 connection if > ¯I�=
 . This

conjecture can be extended to asymmetric three-stage Clos networks. In fact, this extension

has connection to Conjecture 1.

Theorem 5.4. Suppose Conjecture 5.1 holds. If >ó¯­
n5 « 
@7 and 
þ5�¯ 
87 , then 9v��
þ5��D<�5���>?��
87���<�7��
is rearrangeable for 1-to-2 connections.

Proof. Suppose ���:jqmÙÿ�k�7·m L 5B��k�7·m:�B� is a set of compatible 1-to-2 connections. That is, at most


65Åj	m ’s are the same and at most 
\ ok�¢ ’s are the same.

First, consider the case that for each 1-to-2 connection �:j@m·ÿ�k�7·m L 5���k�7·m:� , kh7·m L 5 ®% k�7·m .
Let � be the graph with vertex set V and edge set ���:k�7·m L 5B��kh7·mÞ��� . Then � has maximum
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degree at most 
@ . Let f/���?� be the line graph of � . Divide all vertices of f2���?� into

disjoint groups such that two vertices ��k�7·m L 5���k�7·m:� and ��kh7:¢ L 5B��k�7:¢A� are in the same group if

and only if jqm¦%ðj�¢ . Thus, each group has size at most 
n5 . Connect all vertices in each

group into a clique. Since Conjecture 5.1 is assumed to be true, the resulting graph is

�:
þ5 « 
@7��8PÄe�$=È%$=<��á¦�È � . Note that if two vertices ��k�7·m L 5���k�7·m:� and ��kh7:¢ L 5B��k�7:¢"� are of the same

color, then we must have j¾m ®% j�¢ . Note that each vertex �:k�7·m L 5��Dkh7·mï� represents a connection

�Þj	m·ÿ�k�7·m L 5���k�7·m:� . Therefore, if we arrange all 1-to-2 connections in the same color to pass

through the same middle switch, then each input switch has at most one connection to this

middle switch. Moreover, the middle switch has at most one connection to each output

switch since two 1-to-2 connections have the same component in output switches must be

adjacent in f/���?� . Therefore, if <r7Q¯ 
65 « 
@ , 9v��
þ5"��
8 ���<�5B��<�7���<A �� is rearrangeable for

1-to-2 connections.

Now, we consider the general case. If kE7·m L 5M%­kh7·m for some 1-to-2 connection �:j¾m·ÿ�kh7·m L 5���kh7·mÞ� ,
then we may add a new output switch and change kE7·m to the new output switch. In this way,

we can reduce the general case to the first case.

5.4 Discussions

The connection of Conjecture 5.1 to the rearrangeability for � -to- � connections may sug-

gest a generalization of Conjecture 5.1, corresponding to the rearrangeability for 1-to- ^
connections.

Let �\5 and �	7 be two disjoint sets of vertices. A ��Û\��^�� -bipartite hypergraph ���ä5����	7��B���
is a hypergraph such that each hyper-edge

� �T� contains at most Û vertices in �;5 and at

most ^ vertices in �q7 . The degree of each vertex is the number of hyper-edges containing

the vertex. The generalization can be stated as follows: Consider a �$����^C� -bipartite hyper-
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graph �v���\5��A�q7����õ� . Suppose each vertex in �
5 has degree at most 
 and each vertex in �@7
has degree at most > . If >-¸ 
 , then � is ��
 « � « �w^�P?�r�*��>1P?���D� -edge-colorable, i.e. all

hyper-edges of � can be in �:
 « � « ��^¹P��r�A�:>IP��r�D� colors such that any two hyper-edges

in the same color are not adjacent.

Unfortunately, this generalization is false. The following is a counterexample.

Choose �\5M%f�rö=5"��ö*7���ö* A� and �q7b%è�=Vi5B�BV!7�� _�_�_ �BV ø � . Consider the following edge set

� :

��ör5"ÿBVi5B�BV!7A�BV! �� ��ör5�ÿBV)(��BV # �BV é � ��ör5�ÿBV + ��V'&��BV ø ���ö*7�ÿBVi5B�BV)(��BV + � ��ö*7�ÿBV!7��BV # �BV'&�� ��ö*7�ÿBV! ���V é �BV ø ���ö* �ÿBVi5B�BV # �BV'&�� ��ö* �ÿBV!7��BV)(A�BV ø � ��ö* �ÿBV! ���V # �BV + �
Then we have ^{%J>-%è
?%è� . But, � is not 8-edge-colorable. In fact, the edge graph of

� is a complete graph of order 9.
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Chapter 6

Connectivity of Consecutive-
(

Digraphs

6.1 Overview

De Bruijn graphs [44], Kautz graphs [96] and their generalizations have been extensively

studied [17, 19–22, 30, 41, 47–50, 53, 68, 81, 82, 87, 92, 93]. It was stated in [17] that these

graphs are competitive topological structures for interconnection networks of computers

and multiprocessor systems. For a nice survey, the reader is referred to [20] and [19].

For integers � , 
 , » , < satisfying ��Ã �É¸ 
 , P/
¡����Ã »I¸ 
¡��� , and » ®% � , a

consecutive- � digraph �v���	��
ä��»���<�� (as defined in [48]) has 
 nodes, labeled by integers

mod 
 , with edges from each node l to � consecutive nodes, which are those with labels »=l «
< « ^'��stY�uÇ
\� . The concept of the consecutive- � digraph generalizes many interconnection

networks of computers and multiprocessor systems. The generalized de Bruijn digraphs

[92, 139] and the generalized Kautz digraphs [93] are its two useful subclasses consisting

of �Ð�����	��

�Q% �v���	��
ä�B�	�B��� and �*)=���q�D

�?% �v���	��
ä��
ÀPè�	��
ÀPf��� , respectively. The

following results on connectivity of �Ä�U���q�D

� , �*)=���q�D

� , and �v���	��
ä��»��D<�� are known.

(1) If 
S¯­�  , �i�U���	��
\� and �*)=���	��

� are ( �!PR� )-connected (Imase, Soneoka and Okada

[94].)

(2) If 
Q¯­� ( , then �*)����	��

� is � connected iff ��� « ���!�r
 and Ú�e*�¾���q�D

���J� (Homobono

and Peyrat [82].)

125
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(3) If Ú�e"�8�:
;��»h�M%J� and 
×�­� 7 , then �����	��
;��»���<h� is at least ( �iP­� )-connected and it is

� -connected iff it has no loop. (Du, Hsu, and Peck [50])

In this chapter, we determine the connectivity of �v���	��
;�D»���<h� in almost all cases, and as

corollaries, remove condition 
ñ¯�� ( on 
 from the result of Homobono and Peyrat [82],

significantly relax condition 
S¯'�  from the result of Imase, Soneoka and Okada [94]. In

addition, we also study how to modify �õ�M���	��

� to get a � -connected digraph by replacing

all loops with a cycle or a set of disjoint cycles.

6.2 Preliminaries

Let +R%ºÚ�e"�¾��»2P ����

� . (note: +T%'
 if »Ð%I� .) Denote by �:j8�$g the residue of j modulo 
 ,

represented by a number in �=�C�������A���@��
ÇP �h� . An edge is said to be with ^ -value l , where

� ¸ lMÃ � , if it is contained in the subgraph ��� ����
ä��»��D< « l·� . The following lemma can be

found in [54].

Lemma 6.1. �v���	��
;�D»���<h� has the following properties:

(a) Each node has at most one loop.

(b) �����q�D
;��»���<h� has no loop iff � Ãf�:<���,Ç¸-+×PR� .
(c) If �tÃ.+ , then all loops of �����q�D
;��»���<h� are with the same ^ -value.

(d) If +ð% � , then for each ^ -value there exists exactly one loop with the ^ -value. If+ �ó� , then for each ^ -value, either there is no loop or there are exactly + loops

with the ^ -value. Moreover, if l is a loop-node, then the + loop-nodes are l , l « 
u�	+ ,_�_�_ , l « �%+ÀP­�r�$
¡�/+ . In particular, if �Ç¯f� then �����	��
;��»���<h� has either no loop or

at least two loops.
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(e) If � »)P±�C�E¸­� and j is a loop-node, then either j « ²Þ
u���:»!P��r� ³ or j « ÷Þ
u�C��»)P±�r� ù
is a loop-node.

In particular, notice that if ��¯-+ then there always exists a loop. Next, we show a new

lemma concerning loops in �õ�M���	��

� .
Lemma 6.2. Consider ���U���	��
\� , where �T�ó� . Let j and k be two distinct loop-nodes.

Then either � jÐP�k6�=%�� or gÛ Ø L 5 Ü P��i¸É� jiP&kþ��¸ 
õPÀ� gÛ Ø L 5 Ü P��r� . Moreover, if � jÐP�k6��%I� ,
then the loop at j and the loop at k are with ^ -values � and �ÐP � .
Proof. Since j and k are loop-nodes, we have

���ÐP �r�Ùj « ^­üJ� ��stY�uÇ

� (6.1)

���ÐP �r� k « ^ ¬ üJ� ��stY�uÇ
\� (6.2)

for � ¸º^¾��^ ¬ ¸­�ªP?� . Without loss of generality, assume ^{¸º^ ¬ . Then �Ä¸º^ ¬ P0^{¸­�ªP?� .
Subtracting (6.2) from (6.1), we obtain

���¹P �r�A�Þj�PÀkC� üf^ ¬ PT^ �:svY�uÇ

�
If � jUP�k6�=%�� , then ^ ¬ Põ^v%º�þPv� and we must have ^ ¬ %1�6P�� and ^v%º� . If � jUP�k6�E�1� ,

then ���MP����A�:j2Pvk��M%J^ ¬ PW^ «10 
 for some nonzero integer
0

and hence � j2Pvkþ��¯ gÛ Ø L 5 Ü P�� .
It is also easy to see that ��È���¸I���¹PT��� , so that � jWPòk6�E¸ 	 Õ 	Ø L 5 « �Ð¸ 
{Pº� gÛ Ø L 5 Ü P �r� .

From the above two lemmas, it is easy to see that �Ä�U���	��

� has exactly �/PÀ� « + loop-

nodes. �/+ of them form + pairs of adjacent nodes. The rest of them are isolated. These

�ÄPJ� “groups” of size � or � are almost evenly distributed in 2�g with “distance” at leastgÛ Ø L 5 Ü P � apart.
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6.3 Consecutive Runs

In this section we show two lemmas which are important in studying the connectivity of

consecutive- � digraphs.

A subset of
` g is called a consecutive run if its elements can be consecutively numbered

mod 
 . For convenience, we call the � out-edges from the node a claw and the set of

end points of the claw a claw-end. In a consecutive- � digraph a node’s claw-end forms a

consecutive run of size � . Let Úõ%ºÚ�e*�¾��
ä��»h� . Denote ¥ l;%f�rlD��l « 
¡�=Ú¾� _�_�_ ��l « �:Ú/P×�r� 
u�=Úq� .
Then all nodes in ¥ l have the same set of successors. Each ¥ l will be called an orbit. Denote3l!% �rl�Ú « <r��l�Ú « < « ��� _�_�_ �Dl�Ú « < « Ú�Pf�h� . Then all nodes in

3l have the same set of

predecessors. Each
3l will be called a block.

A good way to visualize orbit, claws, blocks and consecutive runs is to think of
` g

as 
 points �=�C���h�������$
âP1��� put clockwise on a circle, spaced equally. An orbit is then a

set of Ú equally-spaced points on the circle with interval 
¡�=Ú . Note that
` g is partitioned

uniformly into orbits. The circle is also partitioned into g 2 arcs (or consecutive runs) of size

Ú , which are our blocks. The start of each block ( l�Ú « < , for some lª� ` g ) is also the start

of some claw-end (because there is always an £�� ` g such that £�» « < ü1l�Ú « <ñ��stY�uÇ

� ).
Claw-ends from different orbits start at different positions on the

` g -circle.

Since each orbits is of size Ú , the in-degree of a node of �v���	��
ä��»���<�� must be divisible

by Ú . Thus, if the in-degree of a node is � , then we must have ÚS�E� . It was proved in [50]

that Ú��=� iff the in-degree of every node is � . Throughout this chapter, we assume Ú0��� , i.e.,

the in-degree of every node is � . To emphasize this, we may still mention this condition in

the statements of lemmas and theorems. Also note that when Ú&�=� , each claw-end contains

exactly �(�=Ú blocks.

Lemma 6.3 (Consecutivity Lemma). Suppose ÚÀ�	� and ÚSÃ�� . Let 9¹�54��B� be a parti-
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tion of the node set of �v���	��
;�D»���<h� such that removal of all nodes in � leaves no path from

any node in 9 to any node in 4 . Let � be the union of all claw ends from nodes in 9 . If

� �0�EÃ�� , then � ( -­9ö)&� ) is a consecutive run of size at least � 9Ç� « �iP�Ú .

Proof. Suppose there are k orbits which intersect with 9 . Each such orbit contributes a

consecutive run of size � in � , which we shall call a 9 -run. A consecutive run ¡ in �
is maximal if no other consecutive run in � properly contains ¡ . Let j be the number of

maximal consecutive runs in � . Let ¡ be any maximal consecutive run in � , and ^ be the

number of different 9 -runs which are entirely contained in ¡ . Then since each 9 -run starts

at the beginning of some block, we must have � « ��^ÐPR�r�ÙÚ « �)PR�Ð¸É��¡�� . In other words,

each maximal consecutive run ¡ in � contains at most � ¡����=Ú¦Pò���(�=Ú2P×��� different 9 -runs.

Summing over all maximal consecutive runs in � , we get ���)���=Ú)PQjä���(�=Ú¹PR�r�b¯ k . Hence,

� has at least Ú�k « jä���iPòÚC� elements. Since �À-­9Å)�� and ���0�E¸º�¹P � , we have

Ú�k « jä���iPòÚC�ª¸É��9{� « �¹P ���
Note that Ú�k0¯ ��9{� . If ÚW%ã� , then it is clear that jQ%�� . If �&�ºÚâ��� , then �õPÀÚâ¯J���h�
since Ú­�@� . Thus, j�% � . Finally, jñ%á� implies that � is a consecutive run and ���!�ä¯
Ú�k « �iPòÚ�¯É��9{� « �ÐPòÚ .

From the consecutivity lemma, it is easy to see that ���0�þ¯ã� P±Ú . This means that if

Ú&�=� and ÚWÃ±� , then �v���	��
;�D»���<h� is at least ( �iPòÚ )-connected.

Lemma 6.4. Let ¡ be a consecutive run of
` g . Suppose �ò%f���	�A� « Û\� _�_�_ �C� « ��e�PÄ���8Û@� -

¡ for some natural numbers � , e and Û . Let 6 be any function so that for each j��Q� , 6n�:j8�
is a consecutive run of size � in ¡ . Further assume that � « l`Û×��§ h L 5¢8��0 6n��� « £(Ûq�"��ê8lb%�C�A�����yebP�� . Then we have
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(i) If ��6n��� « l`Ûq�K.'6n��� « ��l « �r�yÛq�r��¯�Û for l;%'�C� _�_�_ �Ae�Pt� , then there exists an lM� ` h L 5 ,
such that � « l`Û&�76n��� « l`Ûq� .

(ii) If ��6n��� « l�Ûq�ä.76n��� « ��l « �r�8Ûq�r�q¯oÛ�P­� for l�%I�C� _�_�_ �Ae�Pñ� , then there exists an

lM� ` h L 5 such that either � « l`Û��86n��� « l�Û¾� or 6n��� « l�Û¾�U%è��� « l`Û « ��� _�_�_ �A� « l�Û « ���
and 6n��� « �:l « �r�yÛq�U%f��� « �:l « �r�yÛtPR�	� _�_�_ �A� « �:l « �r�yÛtP �h� .

Proof. (i) Let

J % ��� « l`ÛQ��jâÃÅ� « l`Û\�nê¾j?�86n��� « l`Ûq���S % ��� « l`ÛQ��jâ�Å� « l`Û\�nê¾j?�86n��� « l`Ûq���
Suppose to the contrary that such an l does not exist; then since �S�96n��� « l�Û¾� for

some l and � « ��e�P����8Û��86n��� « £(Ûq� for some £ , both J and S are not empty. It follows

that there exists an l such that � « l`Û and � « ��l « ���8Û are not both in J nor both in S .

If � « l�Û��nJ and � « ��l « �r�yÛ���S , then 6n��� « l`Ûq�l.:6n��� « �:l « �r�8Ûq�ª%'� , contradicting

��6n��� « l�Ûq�,.;6n��� « ��l « �r�8Ûq���E¯É��Û;����� . If � « l`Û&��S and � « ��l « �r�8Û&�ÄJ , then6;��� « l�Û¾�,.86n��� « ��l « �r�8Ûq� lies between � « l�Û « � and � « ��l « �r�8Û�P­� , so that

��6n��� « l`Ûq�Ã.<6;��� « ��l « �r�yÛ¾���EÃÅÛ , contradicting ��6n��� « l`Ûq��.<6n��� « �:l « ���8Ûq�r��¯�Û ,

too.

(ii) Similarly, we can prove the second half of the lemma.
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6.4 Connectivity

In this section we determine the connectivity of consecutive- � digraphs. The results are

described by two theorems, as consequences of which the results of Imase, Soneoka and

Okada [94] and Homobono and Peyrat [82] are extended to smaller 
 . The approaches we

use here differ very much from theirs.

Theorem 6.5. If ÚQ�E� and �ÄÃ Ú�Ãº� , then �v���	��
ä��»���<�� is at least ( ��PÀÚ )-connected and

it is � -connected iff it has no loop.

Proof. The first half has been proven in the last section. We prove the second half here.

If our graph has a loop at l , then removing �iP­� nodes other than l from the claw-end

of l disconnects l to the rest of the graph. In other words, if �v���	��
ä��»��D<�� is � -connected

then it has no loop.

For the other direction, let � be a node-cut of the smallest size, which disconnects 4
from 9 , i.e. removal of all the nodes in � leaves no path from nodes in 9 to those in 4 .

Assume � �0�E¸­�iP±� . We will prove the existence of a loop.

Let � be the union of claw-ends from nodes in 9 . By Lemma 6.3, � is a consecutive

run of size at least � 9Ç� « �õPÀÚ . Without loss of generality, we may assume that all nodes

not in � are in 4 , since otherwise they can be moved into 4 without increasing the size of

the node-cut � . Thus, �ñ%I9�)â� . Since � is a consecutive run, so is its complement 4 .

The following facts are important in the remainder of the proof.

(i) For any consecutive run ¡ of
` g and any orbit V , there are at least ² 	 � 	 2gT³ elements

of V in ¡ , and at least ÚõPÈ÷ 	 � 	 2g ù elements of V not in ¡ .

(ii) Every claw from � catches some node in 4 . (Otherwise, � can be decreased,

contradicting the minimality of � .)
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(iii) If an orbit contains an element of 9 , then it contains no element of � . (Otherwise,

� can be decreased by putting such elements into 9 .) An orbit having an element

in 9 ( � ) is called a 9 -orbit ( � -orbit). Notice that no claw-end from any 9 -orbit

intersects 4 .

(iv) 4 has at most ÚÄP­� elements in 9 -orbits. (Otherwise, putting all such elements

into 9 does not change the set � , but makes ���0� « ��9{�rPJ�¤�)�E�±Ú�P � , contradicting

���)�E¯É��9{� « �ÐPòÚ .)

Now, for any ^�� ` g , let ^ 
 denote the integer between � and 
u��� such that ^¤ü�^ 
 or

P)^ 
 �:svY�uÇ

� . ^ 
 is called the magnitude of ^ . To prove the existence of a loop, we may

assume » 
 ¯J� since if » 
 Ã1� , then certainly +JÃJ� , so that a loop must exist by Lemma

6.1. We consider three cases based on where � 4�� lies between � and 
 .

Case 1: �:Ú�PÞ���$
¡�=Ú{¸É��4S�EÃf�:Ú¦PÞ� « �r� 
u�=Ú for some �õ%1�C� _�_�_ �C²ïÚ���� ³ . By (i), each

9 -orbit contains at least ÚiPÍ� elements in 4 . Let k be the number of 9 -orbits, then4 has at least k\�ÞÚ�Pà��� elements in 9 -orbits. By (iv), k@�:ÚbPÄ���b¸ Ú¦P�� . So, kÄ%I� . It

follows that �¤�)��%º� . Since �×%'9Ê) � , ���0�E¸º�¦P×� and the claw-end of our 9 -orbit

has size � , every node in 9 has a loop.

Case 2: �E
¡�=ÚRÃá��4��ä¸ó��� « �r�$
¡�=Ú for some �S%o�C� _�_�_ ��²ïÚ���� ³ PJ� . Again, by (i)

we have that of Ú elements in an orbit, at least � must be in 4 and at least ÚõP �iP �
must not be in 4 . It is not hard to see that there are at least ÷ Û 	 =+	 O Ø L 5 Ü2 ù orbits whose

claw-ends intersect 4 , because each starting point of a block in 4 is also the starting

point of a claw-end and the size of a claw-end, � , is greater than the size of a block,

Ú . These orbits have to be disjoint from 9 , hence � has at least �ÞÚõP ��P �r�H÷$��� 4�� «
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�ÐP��r�y�=Ú ù elements. So, �ÐP �Ð¯I�ÞÚõP �iP��r�á÷ ����4S� « �ÐP �r�8�=Ú ù , i.e.

��4��E¸I���iP����A��� « �r�y���:ÚiPÍ�iP ���ª¸­�iP ���
We will prove that 4 must contain a loop node. Notice that since � is a union

of claw-ends and Úf�n� , � is also a union of (consecutive) blocks. Hence, 4 is a

union of consecutive blocks, too. Let S be the rightmost block of 4 (clockwise).

If S contains a loop node, then we are done. Thus, we may assume that S has no

loop node. For any node l , let e � ��l·� denote the claw-end from l . The inequality

�Ç¸f» 
 ¸1
u��� implies that if for some l��ËS , e � ��l·� has its right end point in 4 å S
then the right end point of e � �:l « �r� is not in S , neither is the left end point ofe � ��l « �r� since S has no loop. In other words, no two consecutive claw-ends from S
both intersect 4 . Hence, S has at most ÷ZÚ��h� ù elements whose claw-ends intersect 4 .

Let V be the orbit whose claw-end intersects 4 only in S . Then VÉçI�>4�PPSÄ�Ã)Ç� .

As we have noticed, there are at least ÚÇP �{PI� elements of V not in 4 . These

elements have to be in � , so ��Vö.0�0�E¯ ÚiPÍ�iP �¹¯�ÚõP­��² 2 7 ³ P����;P �)% ÷ïÚ���� ù .
When S is removed from 4 , only the nodes whose claw-ends intersect 4 å S (there

are at most ÷ïÚ���� ù of these nodes) have to be moved into � and others can be moved

into 9 . However, all elements in VÇ.À� can be moved from � to 9 . Thus, this

move does not increase � �0� . In this way, we can reduce 4 to have only one block.

However, as Ú���� each node in this block has � in-edges. One of them must be from

a node in 4 , which forms a loop.

Case 3: ²ïÚ���� ³ 
¡�=Ú×¸á� 4��6ÃÖ÷ïÚ���� ù 
u�=Ú . This case exists only for Ú odd and at most

two 9 -orbits exist by the same argument as that in Case 1. If there exists only one

orbit, we can prove, as in Case 1, that each of the nodes in 9 has a loop. If there
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are two 9 -orbits, then each 9 -orbit must have at most �:Ú « �r�y��� elements in 9 since

it has at least �:ÚvP1���8��� elements in 4 . So, ��� )S9{�6¸��tP1� « � 2 O 57 %ã� « Ú . It

follows that the claw from each node in a 9 -orbit can miss only one block in � )W9 .

If 9 has no loop, then we must have � �ö)&9{��%Å�¤�)��%1� « Ú and hence each 9 -orbit

has exactly �ÞÚ « �r�y��� elements in 9 . Furthermore, �ÞÚ « �r�y��� elements of 9 in a

9 -orbit must fit in a block which is not contained in any claw-end of this 9 -orbit.

Thus, � « � 2 O 57 P �r�$
¡�=Ú�¸�Ú . So, 
S¸'�=Úv¸­� . Thus, » 
 Ã�� , a loop must exist.

Theorem 6.6. If ÚÄ%I� , then �v���	��
ä��»��D<�� is at least ( �6P�� )-connected. Moreover, if 
Q�����
then it is � -connected if and only if none of the following occurs :

(1) It has a loop.

(2) < üÂ�À�:svY�u���� « �r�D� and » üÂP/�­��stY�uÇ
\� .
(3) < üÂ�À�:svY�u���� « �r�D� and »���üÂPÐ�R��stY�u0
\� .

Proof. Let � be any node-cut such that removal of all nodes in � leaves no path from 9
to 4 . When �õ%I� , the theorem trivially holds; thus, we assume �v�J�/%ºÚ .

We first show that �����q�D
;��»���<h� is ���)PÀ��� -connected. Suppose � �0��¸­�/PR� , then by the

consecutivity lemma we have � 9Ç� « �õPº� ¸ �¤�)�q¸ ��9{� « ���0� ; hence, � �0��%Â�õP­� and �
is exactly the union of 9 and � . So, �v���	��
ä��»��D<�� is at least ���ÐP­�r� -connected. Moreover,

both � and 4 are consecutive runs. It also follows that each claw from 4 or � contains at

least one node in 4 and each claw from 9 contains at least a node in 9 . For the sake of

description, let us first introduce some notation.

For any node l , let È3�:lÙ� (respectively <��:lÙ� ) be the left (right) end point of e � ��l·� looking

clockwise on the
` g -circle. Let lD�Ù£±� ` g ; then we use the phrase nodes between l and
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£ to mean all nodes from l to £ or from £ to l clockwise around the circle, depending on

which one has fewer nodes. Let > be the multiplicative inverse of »ñ��stY�uÇ
\� and > 
 be

the magnitude of > . We will prove the theorem by showing the following two claims.

Claim 1. If 
À¯J��� , ���Ç��¸f��P­� and � 4��	¸ � 9Ç� , then �:» 
 P­�r�A�B��4��rP­�r�/Ã'� where » 
 is

magnitude of » . Furthermore, 4 has a loop-node unless »�üÂP)�º��stY�u0
\� .
Claim 2. If 
S�±��� , ���0�E¸­�nPÇ� and � 9Ç�E¸É� 4�� , then �:> 
 PÇ�r�A�B��9{�wPÇ�r�bÃ � . Furthermore,

9 has a loop-node unless »���üÂPÐ�À�:svY�u0

� .
Before proving these facts, let us show how the claims enable us to prove the second

part of our theorem.

For the forward direction, if �����	��
;��»���<h� is � -connected, then clearly it has no loop.

Furthermore, if <Ëü �ò��stY�u×��� « �r�D� and »Pü P/�­��stY�uÇ
\� , then we can assume <�%
jä��� « �r� « � for some jT� ` g . By definition, j is connected to ��j « �����A���
�Dj « ��� and

j « � is connected to ��jõPQ� « ���A�����
�Dj
� . Of the � claws containing j , there is exactly one

claw not containing j « � which is the claw from j « � . Similarly, of the � claws containing

j « � , there is exactly one claw not containing j which is the claw from j . The remaining

�UPâ� claws contain both j and j « � . No other claw intersects j or j « � . Hence, removing

all ��Pº� nodes whose claws intersect both j and j « � disconnects j and j « � from the

rest of the nodes, contradicting �v���	��
ä��»���<�� being � -connected. We are left to show that

condition ����� does not hold. Again, let <0%ãjä��� « �r� « � for some j � ` g . Notice that

if »h� üoPi�À��stY�uÇ

� , then j¾� connects to ��j¾� « ���������@�Dj¾� « ��� and j¾� « � connects to

��j¾�	�����A�\�Dj¾� « �¹P±�h� . Thus, removing �¹P±� nodes ��j¾� « ���������
�3j¾� « �¹P±�h� disconnect

the rest of the nodes from j¾� and j¾� « � . So if �v���	��
;�D»���<h� is � -connected then ����� cannot

happen either.
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For the backward direction, if none of the three conditions holds and �v���	��
ä��»���<�� is

still not � -connected, then there exists a node cut � with size less than � . When � 9Ç�E¸É� 4�� ,
by Claim 1 it must be the case that »¢üÅP/�º��stY�uÇ
\� . However, by part ��¦"� of Lemma 6.1

our graph has no loop only if ��ÃÉ�:<���,â¸?+ÀPT� . But +�%JÚ�e*�¾�:»!P­����

�ª%fÚ�e"�8��� « �h��

�
which is less than � unless � « ��%@+ . It follows that ��<h�A,&%ã� or <iü �ò��stY�u���� « ���D� ,
a contradiction. When ��4��C¸ð��9{� , by Claim 2 it must be the case that »h�­ü PÐ�R��stY�u0
\� ,
thus ��»bPÀ�r�$��üÉP/�)PÀ�À�:svY�uÇ

� . So +J�=� « � . Similar to the previous case, we conclude

that � « �!%B+ , which implies < üÂ�ò��stY�u���� « �r�3� , another contradiction.

Proof of Claim 1. Without loss of generality, we assume »��Â� . The case when »�ÃÂ� is

symmetric. Notice that » 
 Ãñ
u��� since Ú %I� . Moreover, as we have discussed, � �0�E¸­�6P��
implies that both �×%19õ)&� and 4 are consecutive runs and ���0��%º�iP � .

We first show that for any two nodes l and l « � of 4 , � cannot fit between È$��lÙ� and

<C��l « �r� . (When »QÃã� , we will show that � cannot fit between È$��l « ��� and <C��l·� .) The

number of nodes between È$��l·� and <C��l « �r� is » 
 « � . If � fits between them then ���)�\%
� 9õ)��Ç�E¸ » 
 « �¹PT� because any claw-end from 4 must also intersect 4 . If follows that

» 
 �I��9{� . Moreover, ��4���¸É� 9Ç� and 
&%���4S� « ��9{� « ��P&� implies that ��9{�E¯ g L Ø O 57 ¯É��4S� ,
and 
Q¯­��� gives us

» 
 �Â� 9Ç�E¯ 
{PR� « �� ¯I��
ÇP 
 � « ���8���õ�±
¡�h�C�
Let È and < be the left and right end point of � , respectively. Consider the nodes between

È$��l « ��� and <��:l « ��� if l « � and l « � are both in 4 . It follows from È$��lÙ� ®�S� , <��:l « �r� ®�Q� ,

and 
u�h�WÃº» 
 Ãº
u��� that È$�:l « ��� lies between <C��l « �r� and È3�:lÙ� , thus È$��l « ��� ®�×� . Now,

if È$��l « ��� ®�ò� then it must be the case that � 4�� is at least as large as the number of points

from <C��l « �r� to È$�:l « ��� , which is ��» 
 PQ���UPÇ��� . Thus, ��» 
 PQ����PÇ�h�ª¸É��4���¸ g L Ø O 57 , which
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leads to » 
 ¸ g  P  ( , contradicting » 
 � g  . Consequently, È$�:l « ����� � . Again, as each

claw-end from 4 intersects 4 , <��:l « ������J� ; hence, the elements of � also lie between

È$��l « ��� and <C��l « ��� . The same conclusion holds if we consider l
P � and l
PT� .
Continuing this way, it is obvious that there are at least ^Ç% ² 	 =+	 L 57Æ³ different adjacent

pairs �:lD��l « ��� of nodes in 4 such that the elements of � lie between È$��lÙ� and <C��l « �r� .
Let these pairs be ��l35"�Dl$5 « ���"�����A�\�r��l a ��l a�« �r� . Without loss of generality, assume È$�:l a � is

closest to È , which means that <��:l a@« �r� is furthest from < . Since all <��:l:¢"� ’s are different and

not in � , considering the the points between È$��l a � and <C��l a
« �r� we obtain » 
 « ��PS�nP�^&¯
���!��%­
ÇP1��4�� . So,

» 
 ¯ 
ÇP1��4��rPò� « � « ^Ç¯ 
{PJ� 4���PR� « � «ø� 4��� P��Ð¯ 
 � P ��
contradicting » 
 Ã±
u��� .

Since � cannot fit between È$��lÙ� and <C��l « �r� for any lD�Dl « �&�-4 , all nodes between

<C��l·� and È$��l « �r� (if » 
 ¯ � ) or between È$��l « �r� and <C��l·� (when » 
 Ã � ) must be in4 . Counting this way and taking into account the fact that both 4 and � are consecutive

runs, it is easy to see that 4 must have at least � « » 
 P'� « ��� 4��EPJ�h�$» 
 nodes. Thus

� 4��E�1� « » 
 PR� « ����4S��PT���$» 
 , or ��» 
 P±�r�A�B��4���P ���ªÃ � .
If � 4��@%-� , then the node in 4 is clearly a loop-node. If ��4��þ¯ð� , then » 
 Pf�&Ã�� .

When » 
 Ã�� , every pair of claws from adjacent nodes overlap. By Lemma 6.4, 4 has a

loop-node. When » 
 %1� , 4 has either a loop-node or a pair of nodes l and l « � such that

claws from l and l « � end with 6;��lÙ�M%f�rl « ��� _�_�_ ��l « �	� and 6;��l « �r��%è�rlhPv� « ��� _�_�_ ��l3� ,
respectively. The latter one implies that < « »�lãü1l « �×��stY�u0
\� and < « »��:l « �r�+ü1l�P�� « �
�:svY�uÇ

� . Thus, » üÂP/�­��stY�uÇ

� , the exceptional case.

Proof of Claim 2. Since Ú %I� , the claw-ends coming out from 9 can be ordered so that the

second node of each is the first node of the next claw-end. Then, 9 must consist of nodes
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with indices �	�A� « > 
 �����A�\�A� « �B��9{�"PT���$> 
 , and these must all lie among the �)PR� « ��9{�
consecutive nodes in �×%'9Ê) � . If > 
 %I� , then the claim holds trivially. If > 
 �J� , then

either all the nodes lying between these nodes of 9 are in � , so that ��> 
 P �r�A��eªP��r�bÃ�� ,
or the size of 4 , � 4�� , is at most > 
 P&� so that 4 can fit between adjacent nodes of 9 in this

order. The lemma is proven if we show that this latter case cannot happen when 
Q�±��� .
We use the word “interval” to mean the nodes lying between adjacent nodes of 9 exclu-

sively in the order above. Clearly > 
 Ã g 7 , thus either every other interval of 9 contains 4 ,

so that > 
 ¯ã� 4�� « ² 	 C¡	7!³ , or there are � consecutive intervals such that the first one or the

third one contains 4 and the other two do not, so that 
~PÇ��> 
 ¯É� 4�� . If the former occurs,

then 
¡���õ¯�� 4�� « ��9{�����Ð¯I���H���h�r��9{� , so that 
Q¸É� 4�� « ��9{� « �6P��¹Ãñ
u��� « 
u�F@ « 
u���\P��ÐÃ

 , a contradiction. If the latter case occurs, then 
�¯ ��> 
 « ��4S��¯ �8��4S��¯ �8��9{� , so


Q¸É��4S� « � 9Ç� « �ÐP �¹¸­
u�h� « 
u�h� « 
¡�h�!P �ÐÃ±
 , again a contradiction.

If � 9Ç��%É� , then the node in 9 is obviously a loop-node. If ��9{�C¯J� , then > 
 P ��Ã'� .
When > 
 Ã � , by Lemma 6.4 9 contains a loop-node. When > 
 %'� , also by Lemma 6.4

9 has either a loop or a pair of nodes l and l « > 
 such that the claws from l and l « > 

end with �rl « �h� _�_�_ ��l « ��� and �rlD� _�_�_ ��l « �tP1�h� , respectively. The latter one implies

< « »=l,ü1l « �À��stY�u0
\� and < « »C��l « > 
 � üfl���stY�u0
\� . Thus, »��õ%º»�> 
 üÂPÐ�R��stY�u0
\� ,
the exceptional case.

The following corollary removes the condition 
º¯ð� ( from the result of Homobono

and Peyrat [82].

Corollary 6.7. �D)=���	��

� is � -connected iff Ú�e"�8�:
;�B�����'� and ��� « �r�)�r
 .

Proof. Note that �D)=���	��
\� has no loop iff ��� « �r�±�2
 by Lemma 6.1 part ��¦*� . When

Úâ%ÅÚ�e"�¾���	��

�Ð� � and ��� « �r�v�	
 we must have Ú×ÃÂ� , thus by Theorem 6.5, �E)=���	��
\�
is � -connected. Conversely, if � « � does not divide 
 , then �F)=���	��
\� is not � -connected
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because it has a loop; and if Úñ% � and ��� « �r�â�n
 , then by Theorem 6.6, �F)r���q�D

� is

not � -connected. Notice that we proved this direction independent of 
±�f��� . Therefore,

�G)=���	��
\� is � -connected iff Ú�e"�¾��
;�����U�1� and ��� « �r�/�r
 .

The following corollary uses a weaker condition, namely 
À�'� _ Ú�e*�¾�:
;�B��� , instead of

the condition 
Q¯­�  in the result of Imase, Soneoka and Okada [94].

Corollary 6.8. If 
ø� � _ Ú�e*�¾�:
;�B��� , then �õ�U���q�D

� and �*)=���	��
\� are at least ( �&PÅ� )-
connected.

Proof. When Ú�e*�¾�:
;�B����%Â� , �v���	��
ä��»���<�� is the line-graph of �v���	��
¡�h�	��»���<�� . To see this,

consider a digraph ¥� with nodes ¥�����A���
� 
 ¬ P � where 
 ¬ %'
u�h� , and with edges labeled by

�C�A�����\��
 ; each node ¥ l has in-edges lD��l « 
 ¬ �A�����
��l « ���õPº�r�$
 ¬ and out-edges »=l « <=�D»�l «
< « �������A�\��»=l « < « �/PÀ� . Clearly, there is an edge from ¥ l to ¥£ iff £�ü1»=l « < « ^1��stY�u0
 ¬ �
for some ^t%1�C�A�����\�B�¹P � . Thus, ¥� is isomorphic to �v���	��
 ¬ ��»���<�� . On the other hand, the

line graph of ¥� is �v���	��
;�D»���<h� .
It was proved in [50] that if ÚR�	� , then �v���	��
ä��»��D<�� is at least ��� Pº�r� -line-connected

and it is � -line-connected iff it has no loop. This implies that if Ú?% � and 
­�Â� 7 , then

�v���	��
ä��»��D<�� is at least ( ��P � )-connected and it is � -connected iff it has no loop. This fact

and Theorem 6.6 allow us to assume that �¹Ã±Ú�e"�8�:
;�B����Ã�� .
Consider the proof of Theorem 6.5. We show � �0�U¯ú��Pè� . In Case 1, if ��9{�;% � ,

� �0�
¯Å� P1� ; if ��9{�
¯�� , then we must have � « 
¡�=Ú×¸É� since only one 9 -orbit exists.

Thus, 
T¸èÚ@����P'��� , a contradiction. In Case 2, by the reduction, we may assume that 4
has only one block. Since 
è�ðÚ��T¯ �ÞÚWPè�r�$� , exactly one claw from 4 intersects 4 .

However, there are � claws intersecting 4 . Realize that �iP � of them must come from � ,

i.e. ���Ç�E¯'�ÐP � . In Case 3, if there is only one 9 -orbit, then it is similar to that in Case 1.

If two 9 -orbits exist, then each 9 -orbit contains at least �:Ú�P �r�8�h� elements of 9 . Clearly
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�m)S9 must have at least 
u�rÚ elements in this case. Any consecutive run of size 
u�=Ú in

�m.S9 contains exactly � elements of 9 and the rest are in � . So, if ���0�þ¸ �vP­� , then


¡�=ÚW¸º� « � �0��%1� , a contradiction.

6.5 Modification of HJILKAMONQPSR
A purpose of this study is to find good candidates for the topological structure of com-

munication networks. Here is a basic problem: Given the number of nodes and an upper

bound on degree, find a digraph to achieve the smallest diameter and largest connectivity.

Suppose that � is a digraph with 
 nodes and each node of � has in-degree and out-

degree at most � . By a simple calculation, it was shown that the diameter of � is at least÷ÞXûY�[ Ø 
����iP �r� « � ù P×� [41]. In general, for given 
 and � , determining whether a digraph

exists to achieve this lower bound of diameter is not an easy job. However, if we allow a

difference of one from the optimal value, then the generalized de Bruijn digraphs �v�M���	��
\�
and the generalized Kautz digraphs �E)=���	��
\� meet the requirement (see [92, 93, 139]). A

question is, could these graphs be modified to have largest connectivity? In fact, loops do

nothing to contribute to the connectivity. One can “improve” them by deleting whatever

loops occur according to the defining formulae, replacing them by a single cycle or several

disjoint cycles. This improvement has been studied for ��%J� in [53, 140].

From Theorem 6.6, we see that �E)=���	��

� can be at most ( �vPJ� )-connected without a

loop. So, the improvement does not always exist for �F)=���q�D

� . However, it almost always

exists for �i�����	��

� . We give this result in this section. We first prove a lemma.

Lemma 6.9. Let 
��­s��	�@�w���q��� 7 « �r� and �W¯J� . Suppose that � is a node-cut of size at

most �iP � in �i�M���	��

� , such that removal of the nodes in � leaves no path from any node

in 9 to any node in 4 ; then either
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(1) 9 has a loop node, and the number of nodes between any loop node in � and any

loop node in 9 is at most �h�¹P � , or

(2) 4 has a loop node, and the number of nodes between any loop node in � and any

loop node in 4 is at most �h�iP�� .
Proof. First, assume Ú�e*�¾�:
;�B���M%É� . Since ��Ã­�ÇÃº� 7 « ��Ã­
 , we have » 
 ®%É� , > 
 ®%É� ,
� ®üðP)�­�:svY�uÇ

� and � 7 ®üðPÐ�À��stY�u&
\� . Moreover, by the consecutivity lemma, the set

� has ��9{� « �iP�� elements and both ��%19õ)0� and 4 are consecutive runs. In this case,

� �0� is indeed minimum, so every claw-end from � must intersect 4 . Consider the proof of

Theorem ??. If ��4S�q¸ø� 9Ç� , then by Claim 1 4 has a loop node and ��4��q¸I� . A claw-end

from an � -loop node has to intersect 4 , so that the number of nodes between an � -loop

node and any node in 4 is at most ���bPS� . If ��9{�E¸É��4�� , then by Claim 2 9 has a loop node

and � 9Ç�8¸Â� . Hence �¤�)�8¸É�h�õP'� . Consequently, the number of nodes between any two

nodes in �ö)&9 is at most �h�ÐP�� .
Now, assume �¹Ã±Ú�e*�¾��
ä�B����Ã�� . Notice that in the proof of Theorem 6.5, the minimal-

ity of � �0� is assumed. Here, we do not assume it. However, by Corollary 6.8, � �0��%'��P0� is

indeed minimum. The difference is that 4 may not be consecutive. To meet the assumption

�À%J9ö)�� in the proof of Theorem 6.5, we have to move at most ÚõP � elements from 9
into 4 . Those elements are in Jº%É��9Ë)t��� å � and cannot have a loop. So, the movement

affects only the sizes of 9 and 4 . Let 9 ¬ %Å9 å J and 4 ¬ %T4 )nJ . Now, consider the

proof of Theorem 6.5 applied to �v�B9 ¬ and 4 ¬ . In case 1, every node in 9 ¬ has a loop, so

that 9 has a loop. Moreover, ���!�C%É� so � 9 ¬ ��%ð� and � 9Ç�¾¸ã� « Ú P'�vÃè� . Clearly the

loop node of 9 ¬ is within � of every node in � . The claw-end from a loop node l in J has

to intersect � , so l is also within �h��P­� of every node in � . In sum, the number of nodes

between a 9 -loop node and an � -loop node is at most �h�¹P�� . In case 2, ��4 ¬ �E¸º�¹P�� and
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4 ¬ has a loop, so that ��4���¸J��P � and 4 has a loop. The cardinality of � is minimum so

every claw-end from � intersects 4 ¬ . It follows that every � -loop node is within �h�ÄP1�
from every loop node in 4 ( -"4 ¬ ). In case 3, of Ú elements in an orbit, ÷ 2 7 ù P­� must not

be in 4 ¬ and clearly are elements of � . Moreover, just as we have noted in the proof of

Theorem 6.5, there are at least ÷ 	 =VU�	 O Ø L 52 ù orbits whose claw-ends intersect 4 ¬ ; therefore,

� �0�E¯&÷ 	 =VU�	 O Ø L 52 ù . This gives us

² Ú � ³ 
 Ú ¸É� 4 ¬ �E¸ Ú6���Ç�÷ 2 7 P�� ù Pº���ÐP��r���
Since Ú in this case must be odd, ÚÄ%­Ú�e"�8���	��

�ª�'� , and � �0�E¸­�ÐP � , it is easy to see that

this contradicts 
Q�ñsW�	�\���h�	�B� 7 « �r� .
Finally, we consider the case of Ú�e"�8�:
;�B���M%J� . Note that �Ä�U���	��
\� is the line-graph of

�Ð�M���	��
¡�h��� . Thus, � gives a line-cut of size at most � PJ� for �Ä�U���	��
¡�h��� . However, it

was proven in [54] that such a line-cut must be incident to a node of �t�U���	��
¡�h��� , which

implies that 9 or 4 is a singleton. So, the lemma holds.

A digraph is called a modified �v���	��
ä��»��D<�� if it is constructed from �����	��
;��»���<h� by

connecting all loop-nodes into disjoint cycles with sizes at least two and deleting all loops.

The modification is said to be cyclic if all loop-nodes are connected into a single cycle. The

modification is said to be simple if there is no multiple edge in the resultant simple graph.

Theorem 6.10. When 
Q� �h�¾���8PÄ�r� and ��¯ � , there exists a cyclically-modified �t�M���	��
\�
of connectivity � .
Proof. Consider two loop-nodes j and k where the number of nodes between them is at

least �h� . When (1) in Lemma 6.9 occurs, j×�À9 implies kâ�X4 . When (2) in Lemma 6.9

occurs, jQ��4 implies k0��9 . This means that as long as all loop-nodes are connected by

a cycle (or disjoint cycles) with edges of “distance” at least �h�ÐP � , the node-cut � of size
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less than � will no longer exist in the modified graph. Hence, the connectivity becomes

� . We next show the existence of such a modification. Consider a graph � with node set

consisting of all loop-nodes of �õ�����	��

� and an edge between j and k exists iff j and k
are at a distance at least �h�õP­� from each other. If � is Hamiltonian, then the theorem is

proved. We prove the Hamiltonian property of � by showing that minimum degree YC���?�
of � is at least half the number of its nodes. Consider any loop-node l of �t�U���	��
\� . As

we have mentioned in section 6.2, except for the possible loop node right next to l , all

other loop nodes are at least 
u�C���WPè�r�bP���¯-�h��PI� from it, i.e the number of nodes

between them is at least ��� . Hence, YC���?�2¯1��PT� « + . It is easy to see that when �{¯'� ,
�ÐPR� « + ¯ Ø L 5 O ,7 .

Notice that as 
��IsW�Q�@�w�h�	�B� 7 « �r� , our cyclic modification is also simple. The next

theorem relaxes the conditions on 
 and � a bit further.

Theorem 6.11. Let +T%ºÚ�e"�8���bPQ����

� . If �iÃZ+ Ã �bPQ� , then for 
S¯­� 7 and ��¯º� , there

exists a simply-modified ���U���	��

� of connectivity � .
Proof. For each ^ -value such that +Å��^ , there are exactly + loop-nodes which are evenly

distributed with distance 
u�/+ . Note that 
u��½ò¯Â��
u�h�â¯Â�h� . We connect each loop-node

j to another loop-node j « 
u�/+ . Then, all loop-nodes are connected by several disjoint

cycles of size + , and all edges are in the graph � of the proof of Theorem 6.10. Finally,

we notice that the above connections produce no multiple edges. The details are easy to

verify.



6.6 Discussions 144

6.6 Discussions

In this chapter, we have determined the connectivity of consecutive- � digraphs �v���	��
ä��»���<��
in almost all cases, and studied how to modify these graphs to maximize connectivity. Our

results generalized and improved existing results on de Bruijn digraphs, Kautz digraphs,

and their generalizations.

There are still, however, a few small gaps in our characterization of the connectivity of

�v���	��
ä��»��D<�� . In particular, several problems remained to be solved:

(a) When [\[*u6��»���
\�i% � and 
º¸ð� 7 , what are the necessary and sufficient conditions

for �v���	��
ä��»���<�� to be � -connected.

(b) When [][Auþ��»���
\�Ð%ú� and 
º¸���� , what are the necessary and sufficient conditions

for �v���	��
ä��»���<�� to be � -connected.

(c) When �èÃ [\[Au6�:»��D

�±Ã � , what are the necessary and sufficient conditions for

�v���	��
ä��»���<�� to be ���iPÀl·� -connected, where �tÃñlUÃ±[\[Au6�:»��D

� .



Chapter 7

Reliability of Cyclic Systems

7.1 Overview

A cyclic consecutive- ^ -out-of- 
 : G system e^$=
 C �w^¾��
'éä�i� is a cycle of 
n�$¯ð^�� compo-

nents such that the system works if and only if some ^ consecutive components all work.

Suppose 
 components with working probabilities �äü 5 ý ¸ø�\ü 7 ý ¸ _�_�_ ¸ø�\ü g ý are all ex-

changeable. How can they be assigned to the 
 positions on the cycle to maximize the

reliability of the system? Kuo, Zhang, and Zuo [104] showed that if ^Ç%É� , then the opti-

mal assignment is invariant, i.e. it depends solely on the ordering of working probabilities

of the components, independent of their values. They also claimed that for ^J¯ � and


ñ�Â�h^ « � , 9*$=
 C �w^8��
ñé@�i� has no invariant optimal assignment. For 
ñ¸Å��^ « � , Zuo

and Kuo [172] claimed that there exists an invariant optimal assignment

�Í�\ü 5 ý �w�\ü  ý ���\ü # ý � _�_�_ �w�\ü é ý �w�@ü ( ý �w�\ü 7 ý �"�
However, Jalali, Hawkes, Cui, and Hwang [95] found that their proof is incomplete. A

proof in case 
S%É��^ « � was given in [61]. In this chapter, we give a complete proof for

this invariant optimal assignment with 
Q¸º��^ « � .
7.2 Main Results

In this section, we show the following.

145
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Theorem 7.1. For ^{¸ 
S¸º�h^ « � , there exists an invariant optimal assignment

�Í� ü 5 ý �w� ü  ý ��� ü # ý � _�_�_ �w� ü é ý �w� ü ( ý �w� ü 7 ý �"�
Let �@5��w��7�� _�_�_ �w�Cg be reliabilities of the 
 components on the cycle in counterclockwise

direction. To simplify the proof, we first assume that

�ÄÃ×� ü 5 ý ÃS� ü 7 ý Ã _�_�_ Ã×� ü g ý Ã1���
Our proof is based on the following representation of the reliability of consecutive- ^ -

out-of- 
 : � cycle for 
S¸º�h^ « � :
Lemma 7.2. The reliability of consecutive- ^ -out-of- 
 : � cycle for 
o¸ ��^ « � under

assignment 9 can be represented as

¡ ��9i� % �@5 _�_�_ �Cg « g�
m��85 »*më��m O 5 _�_�_ �Cm O a

% �@5 _�_�_ �Cg « g�
m��85 ��m _�_�_ ��m O a L 5äP g�

m��85 ��m _�_�_ ��m O a (7.1)

where »*m\%è�¦Pâ��m and ��g O m@%R��m .
Proof. The system works if and only if all components work or for some l , the l th compo-

nent fails and the next ^ components all work. Since 
ò¸1��^ « � , there exists at most one

such l . Therefore,

¡ ��9i��%T�@5 _�_�_ ��g « g�
m��85 »*më��m O 5 _�_�_ �Cm O a �

This representation is key to show the main theorem. It explains why an invariant

optimal assignment exists for 
S¸º�h^ « � , but does not exist for 
Q�­�h^ « � .
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For 
R%ã^8��^ « � , by Lemma 7.2, ¡ ��9i� has the same value for all assignment 9 and

hence Theorem 7.1 is trivially true. Next, we assume ^ « �õ¸ 
S¸º�h^ « � .
To prove Theorem 7.1, it suffices to show that in any optimal assignment,

�à��m¾P��E¢*�A�Í�Cm L 5äPâ�E¢ O 5 ���±� for �ÐÃ±lMÃÀ£vÃ±
;� (7.2)

That is, selecting any component to be labeled �þ5 , we always have

�Í��mqPâ��g L m O 53�*�Í��m O 5äPâ��g L mÞ�b� � for lä%���� _�_�_ �AÛ
� (7.3)

where Û1% ²Þ
¡��� ³ . For simplicity of representation, we denote l ¬ % 
�P'l « � . When


 is odd, � g O 57 � ¬ % g O 57 . Furthermore, without loss of generality, we assume �65â�ð�85 U
throughout this proof. Then, the condition (7.3) can be rewritten as

�Cmä�S��m U for lþ%���� _�_�_ ��Û\� (7.4)

Let öR% �rl{����Ãolt¸ Û
���	miÃÂ��m U � . Let 9_) be the assignment obtained from 9 by

exchanging components l and l ¬ for all l¹� ö . To prove (7.4), it suffices to show that for

any assignment 9 , if ö ®%'� , then

¡ ��9��ªÃ�¡ ��9_)"�"�
Denote ö ¬ %è�rl ¬ ��lM�âö	� and

��k�m c _�_�_ k�mëµ"� ) % `aab $
5�
�¢5
 Øm :dc¨d)�e	) U k=m : P

$
5�
�¢5
 Øm :�c¨d)�eQ) U k m U:

fdggh `aab $
5�
�¢i
 Øm : ¨j)�eQ) U k m U: P

$
5�
�¢i
 Øm : ¨j)�eQ) U k�m :

fdggh �
where k�m@%R��m or »"m . It is easy to verify that`aab k�m c �A���Dk=m µ $

5�
�¢5
 Øm : ¨d)�e	) U
k m U:k=m : « k m U c _�_�_ k m Uµ $

5�
�¢i
 Øm : ¨j)�eQ) U k�m :k m U:
fdggh P­�:k�m c _�_�_ k�m µ « k m U c _�_�_ k m Uµ �

%Â��k=m c _�_�_ k=m µ � ) � (7.5)
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Intuitively, consider the sum
� %���k�m c _�_�_ k=m µ « k m U c _�_�_ k m Uµ � . Let

� ¬
be the sum obtained from�

by exchanging khm : with k m U: whenever lï¢)�âö�)0ö ¬ , then
� ¬ P � %Â��k=m c _�_�_ k=m µ � ) .

Denote « a ��9���%g� gm��85 ��m _�_�_ �Cm O a L 5 . Then

¡ ��9��M%R�85 _�_�_ ��g « « a ��9i�;PÍ« a O 5"��9i�"� (7.6)

and

¡ ��9_)"�;PR¡ ��9i��% ��« a ��9_)"�;PÍ« a ��9_)�� � PI��« a O 5*��9_)"�;PÍ« a O 5*��9�� � � (7.7)

Let �Ä%ø²:^���� ³ and

� %
§© ª Û if 
 is even and ^ is oddÛ « � otherwise.

(7.8)

Then, we have

Lemma 7.3. « a ��9_)"�;PÍ« a ��9i��% � ©m��85 �à� L(ýDO m _�_�_ � L(ý3O m O a L 53� ) .
Proof. Consider four cases.

Case 1. 
 and ^ both are even. In this case,
� %oÛ « �Ð%Å� « 
¡��� and �W%I^���� . Note

that g�
m�� Ì O 7 � L(ý3O m _�_�_ � L(ý3O m O a L 5á% Ì� m���7 � L(ý3O Û 7 Ì O 7 L m Ü _�_�_ � L(ý3O Û 7 Ì O 7 L m Ü O a L 5

% Ì� m���7 � g L Û L(ý3O m O a L 5 Ü O 5 _�_�_ � g L Û L(ý3O m Ü O 5
% Ì� m���7 � Û L(ýDO m O a L 5 Ü U _�_�_ � Û L(ý3O m Ü U �
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Thus,« a ��9i�á% � L(ý3O 5@������� ý « Ì� m
��7 �Í� L(ý3O mE������� L(ýDO m O a L 5 « � Û L(ýDO m Ü U ���A��� Û L(ýDO m O a L 5 Ü U �« � L(ý3O Ì O 5 _�_�_ � L(ý3O Ì O a% ý$
¢8�85 �Í�E¢·�E¢ U � « Ì� m���7 �Í� L(ýDO m _�_�_ � L(ýDO m O a L 5 « � Û L(ýDO m Ü U _�_�_ � Û L(ýDO m O a L 5 Ü U �« ý$
¢y�85 �à� Ì L(ýDO ¢·� Û Ì L(ýDO ¢ Ü U �"�

So, « a ��9_)"�;PÍ« a ��9���% Ì� m���7 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
However,

�Í� L(ý3O 5 _�_�_ � L(ý3O a � ) %É�à� L(ý3O Ì O 5 _�_�_ � L(ý3O Ì O a � ) %1�C�
Therefore, « a ��9_)"�;PÍ« a ��9���% Ì O 5�

m��85 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
Case 2. 
 is even and ^ is odd. In this case,

� %gÛW%'
¡��� and �õ%Â�w^~PÀ�r�y��� . Note that

« a ��9i��% Ì� m��85 �Í� L(ýDO m _�_�_ � L(ý3O m O a L 5 « � Û L(ýDO m Ü U _�_�_ � Û L(ýDO m O a L 5 Ü U �"�
Therefore, « a ��9_)"�;PÍ« a ��9���% Ì� m��85 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �

Case 3. 
 and ^ both are odd. In this case,
� %gÛ « �)%Â�:
 « �r�y��� and �Ä%É��^ÄP ���8��� .
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Note that « a ��9i� % Ì� m��85 �à� L(ýDO m _�_�_ � L(ý3O m O a L 5 « � Û L(ý3O m Ü U _�_�_ � Û L(ý3O m O a L 5 Ü U �« � L(ý3O Ì O 5 _�_�_ � L(ý3O Ì O a% Ì� m��85 �à� L(ýDO m _�_�_ � L(ý3O m O a L 5 « � Û L(ý3O m Ü U _�_�_ � Û L(ý3O m O a L 5 Ü U �« � L(ý3O Ì L 5ï� Û L(ý3O Ì L 5 Ü U _�_�_ � Ì � Ì U � Ì O 5B�
Thus, « a ��9_)"�;PÍ« a ��9���% Ì� m��85 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
However,

�Í� L(ý3O Ì O 5 _�_�_ � L(ý3O Ì O a � ) %'�C�
Therefore, « a ��9_)"�;PÍ« a ��9���% Ì O 5�

m��85 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
Case 4. 
 is odd and ^ is even. In this case,

� %/Û « �!%���
 « �r�y��� and �õ%J^���� . Note

that« a ��9�� % � L(ýDO 5 _�_�_ � L(ýDO aU« Ì O 5�
m���7 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 5 « � Û L(ýDO m Ü U _�_�_ � Û L(ý3O m O a L 5 Ü U �

% ý$
¢8�85 �Í��¢Ù��¢ U � « Ì O 5�

m���7 �à� L(ý3O m _�_�_ � L(ý3O m O a L 5 « � Û L(ý3O m Ü U _�_�_ � Û L(ý3O m O a L 5 Ü U �
Thus « a ��9_)"�;PÍ« a ��9���% Ì O 5�

m���7 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
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However,

�à� L(ý3O 5 _�_�_ � L(ý3O a � ) %1�C�
Therefore, « a ��9_)"�;PÍ« a ��9���% Ì O 5�

m��85 �Í� L(ý3O m _�_�_ � L(ýDO m O a L 53� ) �
Define

¼M%
§© ª Û if 
 is even and ^ « � is oddÛ « � otherwise

and ¦�%ø² �w^ « �r�y��� ³ . We have a useful representation of ¡ ��9:)��;PR¡ ��9�� as follows.

Lemma 7.4.

¡ ��9_)"�;PR¡ ��9i��% Ë� m���7 �Í� L ô O m _�_�_ � L ô O m O a L 53� ) P Ë� m��85 �à� L ô O m _�_�_ � L ô O m O a � ) �
Proof. By Lemma 7.3, we have

¡ ��9_)"�;PÀ¡ ��9��M% ©�
m
�85 �Í� L(ý3O m _�_�_ � L(ý3O m O a L 5$� ) P Ë� m��85 �Í� L ô O m _�_�_ � L ô O m O a � ) �

Note that if ^ is even and 
 is odd, then �Ä%/¦ , � %º¼ , and

�Í� L(ýDO 5 _�_�_ � L(ýDO a � ) %É�Í� L a �·7 O 5 _�_�_ � a �·7�� ) %'�Cÿ
if ^ is odd and 
 is odd, then �õ%g¦�P � , � %º¼ , and

�Í� L(ý3O © _�_�_ � L(ýDO © O a L 5$� ) %Â�à� L Û g L a Ü �·7 _�_�_ � L Û g O a Ü �·7 L 5 � ) %'�Cÿ
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if ^ is even and 
 is even, then �Ä%/¦ , � %­¼ « � , and

�Í� L(ýDO 5 _�_�_ � L(ýDO a � ) %É�Í� L(ý3O © _�_�_ � L(ý3O © O a L 53� ) %'�Cÿ
if ^ is odd and 
 is even, then �Ä%/¦ªP � and

� %­¼nP±� . Therefore, we always have©�
m��85 �Í� L(ýDO m _�_�_ � L(ý3O m O a L 53� ) % Ë� m
��7 �Í� L(ý3O m _�_�_ � L(ý3O m O a L 5$� ) �

Note that �Í� L ô O m _�_�_ � L ô O m O a L 5$� ) ¯ð� for �?¸ lÐ¸Å¼ and �à� L ô O m _�_�_ � L ô O m O a � ) ¯ð� for

�¹¸ lM¸ ¼ . Therefore, to prove ¡ ��9k)��b�±¡ ��9i� , we need to compare �à� L ô O m _�_�_ � L ô O m O a L 53� )
with �à� L ô O m _�_�_ � L ô O m O a � ) . Before looking in details at the proofs of Lemmas 7.5,7.6, and

7.7, the reader should take a look at equation (7.10) to see what we are shooting for.

Lemma 7.5. Suppose öÄ%I�rlb���ÐÃ±lU¸�Û\�w�	m6Ã×��m U � . Then for lä%���� _�_�_ �A¦ ,
�:» L ô O m � L ô O m O 5 _�_�_ � L ô O m O a � ) %É�à� L ô O m O 5 _�_�_ � L ô O m O a � ) Pº�à� L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � ) ¯­�C�

(7.9)

and the strict inequality sign holds if and only if

�"£0��¦ªPòl « �¹¸R£�¸ si¬�®\�$PU¦ « l « ^8��
 « ¦�Pòl6PT^��"�Ù£t�âö	� ®% �
�"£0��¦ªPòl « �¹¸R£�¸ si¬�®\�$PU¦ « l « ^8��
 « ¦�Pòl6PT^��"�Ù£ ®�âö	� ®% ���
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Proof. First, assume P�¦ « l���âö�)&ö ¬ . Then we have

��» L ô O mÓ� L ô O m O 5 _�_�_ � L ô O m O a � )
% % » L ô O m $L ô O m O 5�
�¢i
 L ô O m O a¢��¨d)�eQ) U �E¢ªPò» Û L ô O m Ü U $L ô O m O 5�
�¢i
 L ô O m O a¢k�¨d)�e	) U �E¢ U '

_ % $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ U P $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ '
% % $L ô O m O 5�
�¢i
 L ô O m O a¢K�¨j)�eQ) U ��¢ªP $L ô O m O 5�
�¢5
 L ô O m O a¢k�¨�)�e	) U �E¢ U '

_ % $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ U P $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ '
P % $L ô O m O 5�
�¢5
 L ô O m O a¢k�¨�)�e	) U �E¢ªP $L ô O m O 5�
�¢i
 L ô O m O a¢K�¨j)�eQ) U ��¢ U '
_ % $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ U P $L ô O m O 5�
�¢5
 L ô O m O a¢�¨d)�eQ) U �E¢ '

% �à� L ô O m O 5 _�_�_ � L ô O m O a � ) Pº�à� L ô O m _�_�_ � L ô O m O a � )
The same equation holds when P�¦ « lM�âö�)0ö ¬ similarly.

Now, suppose P�¦ « l��òö )âö ¬ . If PU¦ « l « ^?¸f
 « ¦bPTläPñ^ , then PU¦ « l « ^â¸oÛ
and hence we have

��» L ô O m � L ô O m O 5 _�_�_ � L ô O m O a � )
% % ô L m$¢8�85 ��¢Ù��¢ U ' % $ô L m O 7A
�¢i
 L ô O m O a¢K�¨j) ��¢ªP $ô L m O 7A
�¢5
 L ô O m O a¢k�¨d) �E¢ U '

_ % � Û ô L m O 5 Ü U » Û L ô O m Ü U $ô L m O 7A
�¢i
 L ô O m O a¢B¨j) �E¢ U P�� Û ô L m O 5 Ü » Û L ô O m Ü $ô L m O 7A
�¢i
 L ô O m O a¢B¨j) �E¢ '
¯ �
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since P�¦ « lM�âö�)Çö ¬ implies that

� Û ô L m O 5 Ü U » Û L ô O m Ü U Pâ�ßô L m O 5 » L ô O m % � L ô O mZ»�ô L m O 5äPâ�ßô L m O 5Ù» L ô O m
% � L ô O mqP���ô L m O 5
% � Û ô L m O 5 Ü U Pâ�ßô L m O 5� �

On the other hand, if PU¦ « l���?ö )0ö ¬ , and PU¦ « l « ^ÇÃ±
 « ¦ªPòl6PR^ « � , then

��» L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � )
% % ô L m$¢y�85 �E¢Ù�E¢ U ' % �ßô L m O 5$» L ô O m $ô L m O 7A
�¢5
 L ô O m O a¢k�¨�) �E¢ªP&� Û ô L m O 5 Ü U » Û L ô O m Ü U $ô L m O 7A
�¢i
 L ô O m O a¢k�¨j) ��¢ U '

_ % $ô L m O 7A
�¢i
 L ô O m O a¢�¨d) �E¢ U P $ô L m O 7A
�¢i
 L ô O m O a¢�¨d) �E¢ '
¯ �

since P�¦ « l ��âö�)Çö ¬ implies that

�ßô L m O 5 » L ô O mqPâ� Û ô L m O 5 Ü U » Û L ô O m Ü U % �ßô L m O 5;P�� Û ô L m O 5 Ü U� �
Moreover, it is easy to verify that in both cases

�:» L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � ) � �
if and only if

�"£0��¦ªPòl « �¹¸R£�¸fPU¦ « l « ^8�Ù£v��öq� ®% �
�"£0��¦ªPòl « �¹¸R£�¸fPU¦ « l « ^8�Ù£ ®��öq� ®% �
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Now we consider the case when P�¦ « l « ^è¯ 
 « ¦~P1lbPJ^ « � , which implies


 « ¦ªPòl6PT^W¸�Û . If PU¦ « lM�âö )0ö ¬ , then

�:» L ô O mÓ� L ô O m O 5 _�_�_ � L ô O m O a � )
% % ô L m$¢y�85 �E¢·�E¢ U ' % $ô L m O 7A
�¢5
Eg O ô L m L a¢k�¨�) ��¢ªP $ô L m O 7A
�¢5
Eg O ô L m L a¢k�¨d) �E¢ U '

_ % � Û ô L m O 5 Ü U » Û L ô O m Ü U $ô L m O 7A
�¢5
Eg O ô L m L a¢�¨d) �E¢ U P�� Û ô L m O 5 Ü » Û L ô O m Ü $ô L m O 7A
�¢i
Eg O ô L m L a¢�¨d) �E¢ '
_ % $
g O ô L m L a O 5�
�¢i
 Ì ��¢ �E¢ U ':l¯ �

where

l % §© ª � if 
 is even

� Ì O 5 if 
 is odd

The case when P�¦ « l���âö�)Çö ¬ is completely analogous. Moreover, in both cases

�:» L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � ) � �
if and only if

�"£&��¦�PÀl « �Ð¸R£v¸ 
 « ¦ªPÀl
PT^8�·£v�âö	� ®% �
�"£&��¦�PÀl « �Ð¸R£v¸ 
 « ¦ªPÀl
PT^8�·£ ®�âö	� ®% �

Similarly, we can show the following two lemmas.
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Lemma 7.6. Suppose öÄ%I�rlb���Ð¸ lM¸�Û\�w�	mþÃ×��m U � . Then for l;%/¦r� _�_�_ �D¼ ,
�à� L ô O m _�_�_ � L ô O m O a L 5 » L ô O m O a � ) %É�à� L ô O m _�_�_ � L ô O m O a L 53� ) Pº�à� L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � ) ¯º�C�
Lemma 7.7. Suppose öÄ%I�rlb���Ð¸ lM¸�Û\�w�	mþÃ×��m U � . Then

��» 0w�@5 _�_�_ � a » a O 5$� )
% �Í�@5 _�_�_ � a � ) Pº�à�ß0 _�_�_ � a � ) Pº�Í�85 _�_�_ � a O 5$� ) « �Í��0 _�_�_ � a O 53� )
¯ �

and the strict inequality sign holds if and only if

�"£&�E�¹¸T£v¸ 
ÇPR^¾�Ù£��âö	� ®% �
�"£&�E�¹¸T£v¸ 
ÇPR^¾�Ù£ ®�âö	� ®% ���

By Lemmas 7.4–7.7, we have

¡ ��9_)"�;PÀ¡ ��9i� % ô L 5�
m��85 ��» L ô O më� L ô O m O 5 _�_�_ � L ô O m O a � ) « Ë�

m���ô O 7 �à� L ô O m _�_�_ � L ô O m O a L 5 » L ô O m O a � )« ��»�0·�85 _�_�_ � a » a O 53� ) Pº� a O 5$¢y��0 �E¢"� ) � (7.10)

To this end, let �õ% ÷ ��
�P�^��y��� ù PS� . Note that ��
iPâ^!P���P���� is either � or ��P�� , thus

�
a O 5$
¢8��0 ��¢A� ) % �:» L 5

a O 5$
¢y��0 �E¢*� ) « � a O 5$¢y� L 5 �E¢"� )

% �:» L 5
a O 5$
¢y��0 �E¢*� ) « ��»r5 O a O 5 5 O a$¢8� L 5 �E¢*� ) « � a O 5 O 5$

¢8� L 5 �E¢*� )% ���A�
% Ø�

m��85 �:» L m
a O m$

¢y� L m O 5 �E¢*� ) « g L a L 7 L Ø�
m��85 ��»*m O a O 5 m O

a$
¢8� L m �E¢"� ) « � g L Ø L 5$

¢y� L Ø �E¢"� ) �
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and

� g L Ø L 5$
¢y� L Ø �E¢*� ) %1�C�

Hence, we have

¡ ��9_)"�;PÀ¡ ��9��M%ô L Ø L 5�
m��85 �:» L ô O m L ô O m O

a$
¢8� L ô O m O 5 ��¢*� ) « Ø�

m��85 m �:» L m L m O a$
¢y� L m O 5 �E¢"� ) Pº��» L m m O a$

¢y� L m O 5 �E¢"� )An «Ë�
m���ô O g L a L Ø ��» L ô O m O a L ô O m O

a L 5$
¢y� L ô O m �E¢"� ) « g L a L 7 L Ø�

m��85 m �:»*m O a O 5 m O a$¢y�Cm O 5 �E¢"� ) Pº��»"m O a O 5 m O a$¢8� L m ��¢A� ) n «
�:»�0·�@5 _�_�_ � a » a O 53� ) � (7.11)

This representation suggests us to show Lemmas 7.8 and 7.9.

Lemma 7.8. For l;%I��� _�_�_ �B� ,
�:» L m L m O

a$
¢y� L m O 5 �E¢"� ) ¯I�:» L m m O a$

¢y� L m O 5 �E¢"� )
and the inequality holds strictly if and only if

�:» L m L m O
a$

¢8� L m O 5 ��¢*� ) � ���
Proof. First, consider the case that P/lM�âö ¬ and 
 is even. DenoteJ % $L m O 5�
�¢5
 L m O a 3 ¢ c¨j)�eQ) U �E¢�P $L m O 5�
�¢i
 L m O a 3 ¢ c¨d)�eQ) U �E¢ US % $L m O 5�
�¢5
Em O a 3 ¢ c¨j)�eQ) U �E¢�P $L m O 5�
�¢i
Em O a 3 ¢ c¨d)�eQ) U �E¢ UJ ¬ % » Û L m Ü U $L m O 5�
�¢5
 L m O a 3 ¢B¨j)�eQ) U �E¢ U Pò» L m $L m O 5�
�¢i
 L m O a 3 ¢ c¨d)�eQ) U �E¢S ¬ % » Û L m Ü U $L m O 5�
�¢5
Em O a 3 ¢B¨j)�eQ) U �E¢ U Pò» L m $L m O 5�
�¢i
 L m O a 3 ¢ c¨d)�eQ) U �E¢
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Then

�:» L m L m O
a$

¢y� L m O 5 �E¢*� ) Pº��» L m m O a$
¢8� L m O 5 �E¢*� ) %/J�J ¬ P S�S ¬ �

If P2l « ^ÇÃñ
 « l
PT^ « � , then P/l « ^Ç¸�Û . HenceJºPÊS
% � $

5�
�¢i
Em 3 ¢ c¨d) ��¢ �E¢ U �A� � $
m O 5�
�¢5
Eg L m L a 3 ¢ c¨d) �E¢A��ob� ��Pqp�Y��Põ� $

m O 5�
�¢i
Eg L m L a 3 ¢ c¨d) �E¢ U �rp��$�¦PqosY�� �
where o % $

g L m L a O 5�
�¢5
 L m O a 3 ¢ c¨j) ��¢=�p % $
g L m L a O 5�
�¢5
 L m O a 3 ¢ c¨j) ��¢ U �Y % $L m O a O 5�
�¢i
 Ì 3 ¢ c¨j) �E¢·�E¢ U

and ob� �2Ptp�Y��;Pqp��$��Puo�Yh��%vo&Pqp×¯­�C�
Thus, Jè¯öS .

If P/l « ^Ç¯ 
 « l
PT^ « � , then 
 « lþPÀ^Ç¸�Û . HenceJ­P S
% � $

5�
�¢5
Em 3 ¢ c¨d) �E¢Ù�E¢ U �*� $
g O m L a O 5�
�¢i
 Ì 3 ¢ c¨d) �E¢·�E¢ U � � $

m O 5�
�¢i
Eg L m L a 3 ¢ c¨d) �E¢*��ob� ��Pqpä�P�� $
m O 5�
�¢5
Eg L m L a 3 ¢ c¨j) �E¢ U ��p��$�¦Pqo;� �
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where o % $
g L m L a O 5�
�¢i
Eg O m L a 3 ¢ c¨j) ��¢=�p % $
g L m L a O 5�
�¢i
Eg O m L a 3 ¢ c¨j) ��¢ U �

and oª�$�¦PXpä�;Pqp��$��Puo;��%vo�Pqp×¯­���
Thus, Jè¯öS .

Similarly, we have J ¬ ¯ S ¬ . Therefore, J�J ¬ ¯ S�S ¬ . By similar arguments, we can

prove the inequalities in other cases.

Now, it is easy to verify that J�J ¬ � S�S ¬ if and only if

�"£0�rl « �¹¸R£�¸ si¬�®\�$P2l « ^8��
 « l
PT^��"�AÛ0�?ö	� ®% �
�"£0�rl « �¹¸R£�¸ si¬�®\�$P2l « ^8��
 « l
PT^��"�AÛ ®�?ö	� ®% �

if and only if, or by Lemma 7.5,

�:» L m L m O
a$

¢8� L m O 5 ��¢*� ) � ���
Similarly, we can prove

Lemma 7.9. For l;%I��� _�_�_ ��
{PT^õPR�!PR� ,
�:»*m O a O 5 m O

a$
¢y�Cm O 5 �E¢"� ) ¯I��»*m O a O 5 m O

a$
¢8� L m �E¢*� ) �
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By Lemmas 7.5-7.9, all terms in (7.11) are non-negative. Next, we show that if ö ®%J� ,
then at least one term in (7.11) is positive.

Note that � ®� ö . Since ö ®%ð� , there exists a positive integer < such that �0¸�<?Ã Û ,

< ®��ö , and < « �Ð��ö . If < « �¹¸ 
0PÀ^ , then

< � �"£Ç�E�i¸R£v¸ 
{PT^8�Ù£ ®��öq�
< « � � �"£Ç�E�i¸R£v¸ 
{PT^8�Ù£v��öq�

and hence

��» 0w�@5 _�_�_ � a » a O 5$� ) � �C�
If < « �Ð�±
{PT^ , then choose lä%�¦ « 
{PT^õPº��< « �r�ªÃÅ¦ and we have¦ªPòl « �¹¸ <r��< « �i¸ si¬�®@�$PU¦ « l « ^8��
 « ¦�Pòl6PR^��"�
Hence, by Lemma 7.5,

��»"më��m O 5 _�_�_ ��m O a � ) �±�C�
Finally, we deal with the case that some equality signs hold in ��¸ñ� ü 5 ý ¸ñ� ü 7 ý ¸ _�_�_ ¸

� ü g ý ¸�� . If � ü 5 ý %±� ü 7 ý % _�_�_ %±� ü g ý , then Theorem 7.1 is trivially true. If � ü m ý ÃÀ� ü m O 5 ý , then

for sufficiently small wõ��� , we have

�tÃS�\ü 5 ý « w�Ã _�_�_ Ã��@ü m ý « l>w�Ã×�\ü m O 5 ý P­�:
ÇPòlÙ��wÄÃ _�_�_ Ã��\ü g ý PXw�Ã1���
For them, we already proved the optimality of assignment 9 
 in Theorem 7.1, that is, for

any assignment 9 , ¡ ��9 
 �¹¯Â¡ ��9�� . Now, we can complete our proof of Theorem 7.1 by

setting wÐ� � .
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7.3 Discussions

An invariant optimal assignment is a nice thing to have in practice, and also an interesting

mathematical problem to solve. The existence of invariant optimal assignment has been

widely studied for the consecutive- ^ -out-of- 
 : Á systems and � systems. Usually, the

nonexistence of invariant optimal assignments was demonstrated [88, 117, 172]. There are

only four nontrivial cases that invariant optimal assignments may exist. The first is an

invariant optimal assignment for the consecutive-2-out-of- 
 : Á line conjectured by Der-

man, Lieberman and Ross [45], and independently proved by Du and Hwang [55], and

Malon [116]. In fact, the former proved the harder cycle version which is the second case

of existence. Note that the cycle version implies the line version since by setting � ü g ý % �
(� ü 5 ý %1� in the � system), the line problem is reduced to the cycle problem. The third case

is an invariant optimal assignment for the consecutive- ^ -out-of- 
 : � line for 
ò¸f�h^ con-

jectured by Kuo, Zhang and Zuo [104], and proved by Jallai, Hawkes, Cui and Hwang [95].

The fourth case is its cycle version, the current case. Note that again the cycle version im-

plies the line version, but is much harder. In the line version, one needs only to prove

the case 
1% ��^ , and the 
èÃú��^ case can be reduced to the 
'%á��^ case. No similar

reduction is possible for the cycle case. One may wonder whether a simpler proof exists

by considering other pairings. In the current chapter, we break the term »�mÓ��m O 5 _�_�_ �Cm O a
into two parts �	m O 5 _�_�_ ��m O a and PM��m _�_�_ ��m O a . Use the pairing of � L(ýDO m _�_�_ � L(ýDO m O a L 5 with

� Û L(ý3O m Ü U _�_�_ � Û L(ýDO m O a L 5 Ü U for the first part and a similar one for the second part, then compare

the 9 assignment with the 9k) assignment. But since the comparison of one part is positive

and the other is negative, we have to further compare their sizes and thus complicating the

proof. Can we not break the term »�më��m O 5 _�_�_ �Cm O a and find a pairing to work? One such
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possibility is also to consider the clockwise representation of ¡ ��9i� , namely,

¡ ��9��M%À�@58�����w��g « g�
m��85 »*më��m L 58��������m L a �

We then pair each term »�më��m O 5 _�_�_ ��m O a from the counter-clockwise representation with the

term »*m U � Û m O 5 Ü U _�_�_ � Û m O a Ü U from the clockwise representation. The 9:) assignment is better

than the 9 assignment in all cases except when »rmþÃñ» ¬m and l ¬ not belonging to l3� _�_�_ ��l « ^ .

The determination of invariant optimal assignments on lines and cycles is an application

of the broader problem of finding an optimal permutation, linear or cyclic, under a certain

objective function. This type of problem has been considered before [39, 89] when the

arguments of the objective function are � j8mnP­j	m O 5r� for all l . In the optimal assignment

problem, the arguments are products like »�më�Cm O 5 _�_�_ ��m O a , which seems to raise a new type

of optimal permutation problem. In this chapter we give a solution to one such problem,

and hope the approach may work for other similar problems [39, 56, 58, 89].
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Chapter 8

Scalability of an Optical Topology

8.1 Overview

8.1.1 A scalable optical network topology

Emerging high bandwidth applications, such as voice/video services, distributed databases,

and network super-computing, are driving the use of single-mode optical fibers as the com-

munication media for the future [33]. Optical passive stars [46] provide a simple medium

to connect nodes in a local or metropolitan area network. The single-star optical network

with time and/or wavelength division multiplexing have been extensively studied in the

past [40, 80, 159]. However, the scalability of the single-star configuration is constrained

by the number of wavelengths that can be coupled and separated while maintaining ac-

ceptable crosstalk and power budget levels. Recently, a multi-star configuration which

efficiently combines space with time and/or wavelength division was proposed in [7] to

overcome this limit. In this class of networks, nodes are grouped into clusters with time

and/or wavelength multiplexing. Clusters are further interconnected via fiber links to form

a cluster interconnection network (CIN) according to some interconnection topology (see

figure 8.1). If the cluster size is more than one, self cluster links are provided to enable

connectivity among nodes in the same cluster. Wavelength spatial reuse is exploited in the

channel set assignment to clusters. This network class has several advantages including

164
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Cluster 1

Cluster Interconnection Network (CIN)

Cluster 0 Cluster 2 Cluster 3

Cluster 4 Cluster 5 Cluster 6 Cluster 7

Output
Star
Coupler

Input
Star
Coupter

Figure 8.1: A Cluster-based Optical Network Topology

low link density, nice scalability and desirable reconfigurability [7, 9].

The key design issue of this class of networks is the conflict-free channel set assignment

to the output star couplers. As the channels sets are valuable resources, it’s desirable to

share the channel sets among the output star couplers while maintaining the conflict-free

transmission. The objective of the conflict-free channel set assignment problem is to find

the minimum number of disjoint channel sets required by the conflict-free communication.

This optimal conflict-free channel set assignment problem as been studied for various CIN

topologies, such as the perfect shuffle [7, 8], hypercube [99, 160], rotator graphs [161] and

star graphs [158].

More specifically, consider the case where the CIN topology is undirected. Any two

clusters 9)5 , 9b7 which connect to the coupler of another cluster 9/ must be assigned disjoint

channel sets which are also disjoint from the channel set of 9) . Otherwise, we get a channel

conflict. The problem is then to assign channel sets to clusters (vertices of the CIN) so that
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any two clusters whose distance is at most � have different channel sets.

Generalizing this problem to a graph coloring problem, for each CIN topology � we

need to determine the minimum number of colors to color vertices of � so that vertices

within distance ^ from each other have different colors. The most well-understood topol-

ogy with many good properties is the hypercube. Hence, we shall address this problem on

the hypercube, as more precisely discussed in the next subsection.

8.1.2 Related works

An 
 -cube (or 
 dimensional hypercube) is a graph whose vertices are vectors of the 

dimensional vector space over the field �=�C���h� . There’s an edge between two vertices of

the 
 -cube whenever their Hamming distance is exactly � , where the Hamming distance of

two vectors is the number of coordinates they differ. Given 
 and ^ , our problem is to find�+Õa �:

� , the minimum number of colors needed to color the vertices of an 
 -cube so that any

two vertices of (Hamming) distance at most ^ have different colors.

Wan [160] proved that


 « �i¸-�ãÕ7 �:

�b¸º� ������� I Û g O 5 Ü � (8.1)

and conjectured that �+Õ7 �:

��%J� ������� I Û g O 5 Ü �
Kim et al. [99] showed that

��
?¸-�ãÕ ��
\�b¸º� ������� I g�� O 5 (8.2)

% %º
^�����' ' ¸-� Õa �:

�b¸I�w^ « �r� %M^ « �� ' ¶ æ ¶ î I èx ������� I g��
(8.3)
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� %�%�
{P �a L 57 '�' ¸-� Õa �:

�b¸I�w^ « ��� %U^ « �� ' ¶ æ ¶ î I èx ������� I g^�
(8.4)

where �r� gK �=� % � Km���0 � g m �
The upper bounds in (8.1) and (8.2) are fairly tight. In (8.1), the upper and lower bounds

coincide when 
 « � is an exact power of � , while if 
 is an exact power of � upper and

lower bounds of (8.2) meet. However, the uppers bounds in (8.3) and (8.4) are not tight.

In fact, when ^�% � and ^�%ð� they are different from that of (8.1) and (8.2). A natural

approach to get an upper bound of � Õa �:

� is to find a coloring of the 
 -cube with as few

colors as possible. We shall use this idea and properties of linear codes (to be introduced

in the next section) to give tighter bounds for general ^ which imply (8.1) when ^t%J� and

(8.2) when ^S%ã� . In fact, the upper bounds in (8.1) and (8.2) are straight application of

the Hamming code [141].

All existing lower bounds can be improved slightly by applying existing results on the

main coding theory problem [141].

The remaining of the paper is organized as follows. Section 8.2 introduces concepts

and results from coding theory needed for the rest of the paper. Section 8.3 discusses our

results and section 8.4 concludes the chapter.

8.2 Preliminaries

The following concepts and results can be found in many standard texts on coding theory

such as [141].

Let J % �=�C�A���������$»WP��h� where »è¯ � is an integer, and J g be the set of all 
 -

dimensional vectors (or strings of length 
 ) over J . Any non-empty subset 9 of J g is
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called a » -ary block code. Our main concern is when J % �=�����h� , in which case 9 is

called a binary code. From now on, the term codes refers to binary codes unless specified

otherwise. Each element of 9 is called a codeword. Let   % ��9{� then 9 is called an

�:
;�� J� -code. The Hamming distance between any two codewords eò% eh5te�76�����CeBg and

��%ú�C5$��76�����D��g are defined to be �¾��er�B����% �ë�rlõé+e"m ®%ø��m��	� . For e0�J9 , the weight of e
denoted by ôÄ��e*� is the number of � ’s in e . The minimum distance �¾��9i� of a code 9 is the

least Hamming distance between two different codewords in 9 . If 9ÂçÅJ g , ��9{��%J  , and

�¾��9i��%1� then 9 is called an �:
;�� º�B��� -code.

One of the most important problem in coding theory is to find JÐÏ��:
;�B��� , the largest size

  such that a » -ary �:
;�� '����� -code exists. This problem is so important that it is referred

to as the main coding theory problem. In case »×% � , we will write Jõ��
;����� instead ofJ/7r��
ä�B��� . The following theorems are standard results in coding theory and the reader is

referred to [141] for proofs.

Theorem 8.1. Jõ��
ä���=¼ « �r��%/Jõ��
 « �����=¼ « ���
Theorem 8.2. Jõ��
;�B�=¼ « �r�b¸ � g� Ëm���0 � g m � « 5² ey î c ³ � g Ë � � g L ËË O 5 P{z g L ËË O 5}| �

Theorem 8.2 is a special case of the Johnson bound [141].

It is clear that all 
 -dimensional vectors over �=�C�A�h� form an 
 -dimensional vector

space, which we denote by �qg	����� . A code 9 ç»�	g��w��� is called a linear code if 9 is a

linear subspace of �qg	����� . Moreover, 9 is called a ��
;�D>W� -code if it has dimension > . As

expected, if 9 also has minimum distance � then it is called an �¤
ä��>?�B��� -code. Notice that

the square brackets automatically refer to linear codes. A > d 
 matrix � is called the
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generator matrix of an ��
;��>W� -code 9 if its rows form a basis of 9 . In other words, every

codewords in 9 is a linear combination of some rows of � . Given an ��
;��>W� -code 9 , an

�:
0PÀ>0� d 
 matrix � is called the parity check matrix of 9 if e~��9"~ eÔ�J�&%J� . From

coding theory, we know that specifying a linear code using generator matrix and using par-

ity check matrix are equivalent. In fact, there are ways to construct the parity check matrix

from the generator matrix of a code and vice versa. For a vector j��Ê�\7r��
\� , the syndrome

of j associated with a parity check matrix � is defined to be
� k�
\�¾�:j8��% j��8� .

Given an ��
;��>?����� -code 9 , the standard array of 9 is a � g LEK d � K table where each

row is a (left) coset of 9 . This table is well defined since elements of 9 form an Abelian

subgroup of �q7r�:

� under addition, and from basic algebra we know that the cosets of a

group partition the group uniformly. The first row of the standard array contains 9 itself.

The first column of the standard array contains the minimum weight elements from each

coset. These are called coset leaders. Each entry in the table is the sum of the codeword

on the top of its column and its coset leader. Since each pair of distinct codewords has

Hamming distance at least � , each pair of elements in the same row also has Hamming

distance at least � . It is a basic fact from coding theory that all elements on the same row of

the standard array have the same syndrome and different rows have different syndromes.

We conclude this section by an important theorem. Again, the reader is referred to [141]

for a proof.

Theorem 8.3. If � is a ��
âPñ>0� d 
 matrix where any �ÄP1� columns of � are linearly

independent and there exists � linearly dependent columns in � , then � is the parity check

matrix of an �¤
ä��>?�B��� -code.
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8.3 Main Results

Lemma 8.4. If ^t%J�=¼ , then� Õa �:

�b¯ Ë� m���0 %q
 l ' « �z gË O 5^| %	
 ¼ ' %n
{Pò¼¼ « � P�� 
{Pò¼¼ « ��� '
When ^t%1�=¼ « � , we have

�+Õa �:

�ª¯'�<� Ë� m���0 % 
{P �l ' « �z g L 5Ë O 5�| % 
ÇP��¼ ' % 
0P±�2Pò¼¼ « � P�� 
{P �¦P×¼¼ « � � '��
Proof. Given a proper > -coloring of the 
 -cube with parameters 
 and ^ , let �ämw���¹¸ lU¸ >
be the set of vertices which were colored l . Clearly for each l , �6m forms an ��
ä�h�¤�8m$� �B��� -code

where ��¯º^ « � . With the note that JÄ�:
;�B��� is a decreasing function in � , we have

� g % K�
m��85 ���8mD��¸ K�

m��85 JÄ�:
;��^ « ���U%­>¤JÄ�:
;��^ « �r�
In particular, �=Õa �:

�b¯ 7 e� Û g 3 a O 5 Ü . When ^v%'�=¼ , theorem 8.2 yields

� Õa �:

�b¯ Ë� m���0 % 
 l ' « �z gË O 5^| % 
 ¼ ' % 
{Pò¼¼ « � P � 
{Pò¼¼ « ��� '
When ^v%'�=¼ « � , combining theorems 8.1 and 8.2 gives us
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� Õa ��

� ¯ � gJõ��
;�B^ « �r�% � gJõ��
;�B�=¼ « ���% � gJõ��
ÇP������r¼ « �r�
¯ � � Ë� m
��0 %�
0P±�l ' « �z g L 5Ë O 5�| %	
{P �¼ ' %n
{P �2Pò¼¼ « � P � 
{P ��Pò¼¼ « � � 'S�B�

Lemma 8.5. Let ��� gK �r� denotes � Km���0 � g m � , then we have

� Õa ��
\��¸º� ² ����� I �D� e ì c¶ ì c �3� ³ O 5 when ^ is even

�+Õa ��

�b¸º� ² ����� I �$� e ì I¶ ì I �D� ³ O 7 when ^ is odd

Proof. Let 9 be an �¤
ä��>?��^ « �*� -code. The key to our proof is the observation that every

two elements on the same row of 9 ’s standard array are at least ^ « � apart. Thus, coloring

each row of of 9 ’s standard array by one separate color would give us a valid coloring. The

number of colors used is � g LEK – the number of rows of 9 ’s standard array. Consequently,

one way to obtain a good coloring of the 
 -cube is to find a linear �¤
ä��>?��^ « �A� code with

as large an > as possible. Moreover, by theorem 8.3 we can construct a linear ��
;��>?�����
code by trying to build its parity check matrix � , which is an �:
vPS>0� d 
 matrix with the

property that � is the largest number for any ��P&� columns of � to be linearly independent.

Also, since all elements of a coset of the code (a row of its standard array) have the same

syndrome, we can use � to color each vector j��Ì�@7���

� with
� k�
@�8�Þj8��%ºj�� � .
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Let �{% z XZYh[ 7 �=� g L 5Ø L 7 �r� | « � , then clearly

%q
{P �� ' «ú%�
ÇP��� ' « ���A� %	
{P ��iPR�(' Ã�� N P �
Now, we describe a procedure to construct a � d 
 parity check matrix � by trying to

choose the column vectors of � . The first column vector can be any non-zero vector. Sup-

pose we already had a set � of l vectors so that any ��PS� of them are linearly independent.

The ��l « �r� ËÍÌ vector can be picked as long as it is not in the span of any �6PÄ� vectors in � . In

other words, since we’re working over the field Î
7 , the new vector can’t be the sum of any

��P�� or less vectors in � . The total number of invalid vector is at most � m5 � « � m7 � « ����� � mØ L 7 �
(this is an increasing function in l ). Consequently, as long as � m5 � « � m7 � « ����� � mØ L 7 � Ã � N PQ�
then we can still add a new column into � .

As we’ve noticed,

%q
{P �� ' « %�
ÇP��� ' « ���A� %	
{P ��iPR�(' Ã�� N P �
so we can choose 
 column vectors of � . This bound in coding theory literature is a

special case of the Gilbert-Varshamov Bound on the existence of linear codes.

The linear code 9 whose parity check matrix is � has minimum distance at least � (and

size ��9{�C%É� g L=N ). The number of rows of the standard array of 9 is � N . For our problem,

we want �v%�^ « � . The linear code 9 constructed gives a valid coloring using � N colors,

so

�+Õa ��

�b¸º� N %J� ² ����� I �D� e ì c¶ ì c �D� ³ O 5
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This inequality holds regardless of ^ being odd or even and thus it proves our lemma

for the even ^ case. However, when ^ is odd we are able to do better than that.

Notice that adding an even parity bit to each vector of �
7r�:
ÄPÀ�r� gives us half of �q7=��
\� ,
and adding an odd parity bit would give us the other half. When ^ is odd, we just showed

that the ��
&P'�r� -cube can be colored using with �{%Â� ² ����� I �D� e ì I¶ ì I �D� ³ O 5 colors so that if two

vertices have the same color then their distance is at least ^ . From this, we can obtain a

coloring of the 
 -cube as follows. First add an even parity bit to each vertex of the ��
iP��r� -
cube and color the cube with � colors, then add an odd parity bit and use a completely

different set of � colors to color the cube. This is clearly a coloring of the 
 -cube using

�F�õ%1� ² ����� I �3� e ì I¶ ì I �D� ³ O 7 colors. What remained to be shown is that this coloring is valid with

parameters 
 and ^ .

For jð� �q7r�:

� , let j ¬ �&�q7=�:
ÀPÉ�r� be the vector obtained from j by deleting the

parity bit added. By the construction of the coloring, if two vertices j and k of the 
 -cube

have the same color then �¾�:j ¬ ��k ¬ �~¯É^ , and the same type of parity bit (even or odd) was

added to them to get j and k . It is clear that if �¾�:j ¬ ��k ¬ � ¯ ^ « � , then �¾�Þj6��k���¯ ^ « � .
If �¾�:j ¬ ��k ¬ �S% ^ , then since ^ is odd, j ¬ and k ¬ must have had different bits added to;

consequently, �¾�:j6��kC��%1^ « � . In sum, if two vertices j and k of the 
 -cube have the same

color then �¾�:j6��kC��¯'^ « � , and so we had a valid coloring with parameters 
 and ^ . �
Lemma 8.4 and 8.5 can be summarized by the following theorem.

Theorem 8.6. Let ¼�%ø² a 7r³ and ��� gK �=� denotes � Km
��0 � g m � , then

when ^ is even, we have

Ë� m���0 %�
 lK' « �z gË O 5i| %q
 ¼G' %n
0P�¼¼ « � P�� 
0P�¼¼ « � � ' ¸-� Õa ��
\�b¸º� ² ����� I �D� e ì c¶ ì c �3� ³ O 5 �
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and when ^ is odd, we have

� � Ë� m���0 %	
{P �l ' « �z g L 5Ë O 5\| %q
{P �¼ ' %M
{P ��Pò¼¼ « � P � 
{P �¦Pò¼¼ « � � ':�
¸-� Õa �:

�b¸º� ² ����� I �3� e ì I¶ ì I �D� ³ O 7

Also note that since

� ² ����� I �D� e ì cI ì c �D� ³ O 5 %J��� ����� I g�� O 5 %1� ������� I Û g O 5 Ü � �
and

� ² ����� I �3� e ì I_ ì I �D� ³ O 7 %'��� ����� I Û g L 5 Ü � O 7 %'� ������� I g�� O 5
inequalities (8.1) and (8.2) are direct consequences of this theorem.

8.4 Discussions

The key to get a good coloring is to find the parity check matrix � when ^ is even. As

can be seen, the proof of theorem 8.6 implicitly gave us an algorithm to construct � , but

it is still not very constructive. However, in the case ^×%ð� (and thus in case ^�%ð� ) we

can explicitly construct � . To see this, consider the Hamming code �?7���<h� , which is a

��� þ Pº�h��� þ Pº�/Pñ<r�B�=� code. Its parity check matrix �À�:<=�B��� has dimensions < d �w� þ P­�r� .
Let <i%â÷ïXZY�[ 7 ��
 « ��� ù , then � þ Pº�i¯'
 . So, if we remove the last � þ P­�¦PT
 columns of�À�:<r����� , then we get a parity check matrix of an ��
;�D
&P ÷ÞXûY�[ 7 ��
 « ��� ù �B�=� code. This code

gives us a coloring of the 
 -cube with parameters 
 and � using � ������� I Û g O 5 Ü � colors. This

proves the upper bound of (8.1).
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Besides the Johnson bound we used, other known upper bounds of JÄ�:
;�B��� might give

us better lower bound of � Õa �:

� such as the Plotkin bound, the Elias bound and the Linear

Programming bound. However, applying these bounds breaks the problem into various

cases and doesn’t give us a significantly better result.

For some special values of 
 and ^ , we can get better results by considering some spe-

cially good linear codes. The Golay �67·( code is a binary �������������B.�� -code whose generator

matrix has the form �f%É��ö�5�7!� J/� where J was magically given by Golay in 1949 [115].

J1%

6°°°°°°°°°°°°°°°°°°°°°°°°°°°°°°°°°7

� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �
� � � � � � � � � � � �

>
²²²²²²²²²²²²²²²²²²²²²²²²²²²²²²²²²?
This shows that �äÕ+ �����E�ª¸º� 5�7 , while our theorem gives

� 5�7 ¸-�ãÕ+ �w�=�E�ª¸º� 5 +
Thus in fact �äÕ+ �����E�¹%o� 5�7 (!!!), and our upper bound is far off in this case. Punctur-
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ing �@7·( (i.e. removing any coordinate position) at any coordinate gives us �;7Ù , a (linear)

���h�C���������=� -code. This implies � Õé ���h����¸ú� 5Ù5 , while again our theorem gives too large an

upper bound :

� 5Ù5 ¸-� Õé �w�����ª¸º� 5 #
However, again we obtain �+Õé �w�h���{% � 5Ù5 . We summarize the cases where the exact

values of � Õa �:

� are known as follows

� �ãÕ+ �����E��%J� 5�7 (shown above).

� � Õé ���h����%J� 5Ù5 (shown above).

� �ãÕ7 ��� K P����U%'� K (immediate from theorem 8.6)

� �ãÕ7 ��� K PR�h�U%'� K (immediate from theorem 8.6)

� � Õ ��� K ��%J� K;O 5 (immediate from theorem 8.6)

� �ãÕ ��� K P����U%'� K;O 5 (immediate from theorem 8.6)

One might wonder if we can get more exact values of � Õa ��
\� ’s using the same method.

Our lower bound was proven using Johnson’s bound, a slight extension of the sphere pack-

ing bound. To construct a linear code that matches the sphere packing bound, the code has

to be perfect, namely there exist a radius < such that the spheres �¦��e=��<h��%è��� �"�¾��er�A���ª¸ <��
around each codeword e covers the whole space. The binary ��� þ P{����� þ P{�¾PÄ<r�B��� Hamming

code ���:<�� and the Golay ���h�C���������=� -code are perfect. This is why we were able to obtain

the exact values as above. Thus, the question comes down to “does there exist any other
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binary perfect codes besides the Hamming codes and the Golay codes ?”. The answer was

given by Tietavainen (1973) with most of the work done previously by van Lint :

Theorem 8.7. A nontrivial perfect » -ary code 9 , where » is a prime power, must have the

same parameters as either a Hamming code or one of the Golay codes �ä7Ù (binary) or �ä5Ù5
(ternary).

However, as we have mentioned the Johnson bound is slightly better than the sphere

packing bound. That is how we got two additional values �4Õ7 �w� K PT���b%I� K and �äÕ �w� K P
�r��%1� KnO 5 . This comes from the fact that the shorten Hamming ��� K PS����� K PS�2P?>?����� is

nearly perfect, i.e. it gives equality in the Johnson bound. Again, does there exist any other

nearly perfect codes ? Lindstrom (1975) answered in the affirmative : the only other nearly

perfect code is the punctured Preparata code. This code has parameter ��� K PW����� 7 z L 7 K �B��� .
Unfortunately, this is not a binary linear code, so our coloring doesn’t quite work.

That is not the end of our hope. Hammons, Kumar, Calderbank, Sloane and Sole

[34,74,75] showed that the Preparata code is 2ª( -linear, namely it can be constructed easily

from a linear code over 2M( as the binary image under the Gray map. This map transforms

Lee distance in 2�( to Hamming distance in 2�7 . The mapping is simple, but the construction

of the code is quite involved and I’m still working on it. I would hope to get a very nice

upper bound for �äÕ( ��
\� and �äÕ# ��
\� from this break-through paper in coding theory.



Chapter 9

Error Spreading for Multimedia Streaming

9.1 Overview

Due to the phenomenal growth of multimedia systems and their applications, there have

been numerous research efforts directed at providing a continuous media (CM) service over

varying types of networks. With the boom of the Internet, continuous media like audio and

video are using the Internet as the principal medium for transmission. However, the Internet

provides a single class best effort service, and does not provide any sort of guarantees

[28]. A network characteristic of special concern to this chapter is transmission errors, and

specifically the dropping of data packets. Packets are dropped when the network becomes

congested, and given the nature of this phenomenon, strings of successive packets are often

dropped [25, 129], leading to significant bursty errors [168].This bursty loss behavior has

been shown to arise from the drop-tail queuing discipline adopted in many Internet routers

[127].

Handling bursty errors has always been problematic, especially since no good models

exist for its prediction. On the other hand, most applications, especially realtime Multime-

dia applications, do not tolerate bursty error, making it imperative that they be handled in a

good manner. Perceptual studies on continuous media viewing have shown that user dissat-

isfaction rises dramatically when bursty error goes beyond a certain threshold [162–164].

This is especially so for audio, where the threshold is quite small, and hence this issue is

178
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quite pressing for applications like Internet phone.

These observations point quite solidly to the need for development of efficient mech-

anisms to control bursty errors in continuous media streaming through networks. Redun-

dancy is the key to handling packet loss/damage in standard communication protocols.

There are two main classes of schemes, namely the reactive schemes and the proactive

schemes.

Reactive schemes respond by taking some action once transmission error has been de-

tected, while pro-active schemes take some action in advance to avoid errors . A protocol

such as TCP is reactive since the receiver sends a feedback to the sender upon detecting an

error, in response to which the sender will re-transmit the lost or corrupted packet. The re-

action can be initiated by the source or the sink. Source initiated reaction occurs in schemes

based on feedback combined with retransmission like [28, 29, 138]. The feedback control

can be based on stream rate [118, 171], bandwidth [73], loss/delay [28] and a wide variety

of network QoS parameters [10, 135, 150]. Sink initiated reaction occurs in reconstruction

based schemes like [3,157]. Coding data in an error correcting manner before transmission

is a pro-active scheme where corrupted packets can be reconstructed ( [76] and Forward

Error Correction Codes [26, 27]).

Each of these classes of schemes requires extra bandwidth, for feedback and retrans-

mission in the first, and for extra bits in the second category. This need for extra bandwidth

can exacerbate the problem, especially since network congestion is the principal culprit

for the bursty errors. One more approach that has been proposed, is to fulfill the real time

needs of CM applications with other services like RSVP and RTP, which offer varying

degree of performance guarantees [142, 169]. Services like RTP/RSVP require that some

resource allocation and/or reservation mechanism be provided by the network [28]. Since
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these mechanisms are not yet widely deployed in the Internet, our focus has not been on

them.

Recent work ( [143, 170]) has proposed schemes where the overall characteristics of

the data being transmitted can be used to control the transmission error. For example,

[170] has proposed selectively dropping video frames on the sender side, based on a cost-

benefit analysis which takes into account the desired Quality of Service (QoS). This is

quite effective in a LAN (senders are known and cooperative) or the Internet using RED

gateways where during congestion, the probability that the gateway notifies a particular

connection to reduce its window is roughly proportional to that connection’s share of the

bandwidth through the gateway [71]. While drop-tail queuing discipline is still adopted in

many routers [127], this scheme may not be directly applicable yet.

In this chapter we propose a new type of scheme for handling bursty errors, which we

call error spreading. A key advantage of this scheme is that it is not based on redundancy,

and hence requires absolutely no extra bandwidth. The main idea is that we do not try

to reduce overall error, but rather tradeoff bursty error (the bad error) for average error

(the good error). Perceptual study of continuous media viewing [162–164] has shown that

a reasonable amount of overall error is acceptable, as long as it is spread out, and not

concentrated in spots. A similar approach has been taken by [168]. But they have used a

random scrambling techniques with redundant reconstruction for audio, and as stated by

them they have not investigated the buffer requirements. We have established clearly the

bounds and the relationship between buffer requirement and user perceived quality in a

bounded bursty network error scenario.

In this chapter we make several contributions. First, we formulate the problem of error

handling in continuous media transmission as a tradeoff between the user QoS require-
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ments, network characteristics, and sender resource availability. Second, we provide a

complete analytical solution for the special case where the network errors are bounded.

While this solution may be of actual use in some specialized networks, e.g., a tightly con-

trolled real-time network, its principal use is in providing important mathematical relation-

ships that can be used as the basis of protocols for general networks. Next, we use this

analysis to develop such a protocol for networks where there is no bound on the error. Fi-

nally, we present results of an experimental evaluation that illustrates the benefits of the

proposed scheme.

This chapter is organized as follows: section 9.2 formulates the problem and section 9.3

presents a mathematical analysis of the bounded network error case. Section 9.4 presents

the transmission protocol, while section 9.5 describes its evaluation. Section 9.6 concludes

the chapter.

9.2 Problem Formulation

This section briefly discusses the content based continuity QoS metrics introduced in [162].

Then, we define our problem based on this metrics.

9.2.1 QoS metrics

For the purpose of describing QoS metrics for lossy media streams, CM stream is envi-

sioned as a flow of data units (referred to as logical data units, or LDUs, in the uniform

framework of [147]). In our case, we take a video LDU to be a frame, and an audio LDU

to consist of 8000/30, i.e. 266 samples of audio1. Given a rate for streams consisting ofz
SunAudio has 8-bit samples at 8kHz, and an audio frame constitutes of 266 such samples equivalent to a

play time of one video frame, i.e. 1/30 seconds.
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these LDUs, we envision that there is a time slot for each LDU to be played out. In the

ideal case a LDU should appear at the beginning of its time slot. This section uses only the

content based continuity metrics proposed in [162]. Issues on rate and drift factors (dis-

cussed in [162]) are not considered. Note also that we shall use the term LDU and frame

interchangeably, since frame is very commonly used in Multimedia community.

2.0 3.0Ideal time
to appear

Time of
appearance

LDU  1 LDU  3

Unit Loss 0 1 Aggregate Loss = 2/4
Consecutive Loss = 2

appearance
Time of

LDU  2 LDU 3

Unit Loss 1 1

1.0 4.0

LDU 5 LDU  6

0

0

1

LDU  5

0 Consecutive Loss = 1
Aggregate Loss = 2/4

LDU  6

� ��� }��}�1z�� �� ��� z��}�1z�� wStream 1

Stream 2 � � � z��}�1z�� } � � � ~��}�5}r� �
� ��� � �}�!~�� �

� � � }��}�5}�� w
� ��� ~��}�5}r� �

� � � � �}� � � w
Figure 9.1: Two Sample Streams Used to Explain the QoS Metrics

The above figure is from [162]. Ideal contents of a CM stream are specified by the

ideal contents of each LDU. Due to loss, delivery error or resource over-load problems,

appearance of LDUs may deviate from this ideal, and consequently lead to discontinuity.

The metrics of continuity are designed to measure the average and bursty deviation from

the ideal specification. A loss or repetition of a LDU is considered a unit loss in a CM

stream. (A more precise definition is given in [162].) The aggregate number of such unit

losses is the aggregate loss (ALF) of a CM stream, while the largest consecutive non-zero

loss is its consecutive loss (CLF). In the example streams of Fig. 9.1, stream 1 has an

aggregate loss of 2/4 and a consecutive loss of 2, while stream 2 has an aggregate loss of

2/4 and a consecutive loss of 1. The reason for the lower consecutive loss in stream 2 is

that its losses are more spread-out than those of stream 1. Note that the metrics already
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takes care of losses (both consecutive and aggregate) that arise due timing drifts [162].

In a user study [163] it has been determined that the tolerable value for consecutive

video frame losses were determined to be two frames. For audio this limit was about three

frames.

9.2.2 Problem Statement

One of the most important factors that affect the quality of a CM stream is the Consecutive

Loss Factor [162] (CLF). Network often lose frames in bursts, alternating between lossy

burst and successful burst [25, 127, 129, 168]. This often causes unacceptably high CLF.

Our objective is to reduce CLF given the same network characteristics. The main idea is

loss spreading, or distributing consecutive loss over some time period.

For example, suppose we sent a sequence of �r� consecutive video frames numbered �
to �r� . During transmission, a network bursty error of size � occurs which causes the loss

of frames numbered � to ��� , as shown in the first row of Table 9.1. This causes the stream

to have a CLF of �G���r� .
Now suppose we permute this sequence of frames before transmission so that consec-

utive frames become far apart in the sequence, the CLF can be reduced significantly. To

illustrate this idea, consider the frame transmission order shown in the second row of Table

9.1. With exactly the same bursty error once again consecutive frames are lost, except this

time they are consecutive only in the permuted domain. In the original domain these are

spread far apart.

Clearly, if the �r� frames were sent in this order, we would have had a CLF of only

�K���r� . Table 9.1 summarizes our example by giving three sequences and their correspond-

ing CLFs. The first sequence is the natural order of frames, the second is the permuted
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Frame sequence CLF

In order 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 �G���r�
Permuted 01 06 11 16 04 09 14 02 07 12 17 05 10 15 03 08 13 �K�����
Un-permuted 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 �K�����

Table 9.1: An example of how the order of frames sent affects CLF

order, and the third is the un-permuted order observed at the receiver’s side. The third se-

quence was presented to show how the loss has been spread out over the original sequence.

The boxed numbers represent lost frames.

This example motivates the following problem.

Bursty Error Reduction Problem (BERD)

� Objective : to reduce the bursty error, i.e. CLF, to an perceptually acceptable level

(by spreading it out over the stream).

� Input parameters:

– > is the sender’s buffer size, in terms of LDUs. > is determined by the sender’s

operating environment and its current status.

– � is the upper bound on the size of a bursty loss in the communication channel,

within a window of > LDUs (we relax this assumption in section 9.4).

– ^ is the user’s maximum acceptable CLF.

� Output : a permutation function c on �ò%è�E�h�����B�C�A�����@�D>â� which decides the order

in which a set of > consecutive LDUs must be sent. Moreover, the system is expected
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to give the lower bound ^á0 which is the minimum CLF that can be supported in this

constrained environment.

� Assumption : two consecutive bursty loss are at least > LDUs apart.

Feasible Region

Infeasible Region

Buffer,
í

For a fixed �

User Specified CLF, �
Feasibility Curve for a fixed � ,

í8�L�]� �]� �d¡
Figure 9.2: Part of Deterministic Solution Space

Figure 9.2 visualizes how the solution space for a particular value of � would appear.

The boundary of the curve is essentially what we found. Above it is the feasible region,

where intuitively if we increase > , then ^ should still be the same or less. There is a typical

trade off between buffer size > and CLF ^ . The greater > is, the less ^ we can support

but also the greater memory requirement and initial delay time. Given >�0 , line > %�> 0
cuts the boundary curve at ^á0 at or above which we can support. Conversely, given ^�0 , line

^ñ% ^G0 intersects the curve at >Þ0 at or above which the buffer size must be in order to

support ^H0 .
There are several points worth noticing. Firstly, we deal only with data streams that

have no inter-frame dependency such as Motion-JPEG or uncompressed data streams (au-

dio, video, sensor data, ���A� ). The reason for this is that this allows us to consider every
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frame to be equally important; thus, we can permute the frames in any way we would

like to. Secondly, the frames in these types of streams have relatively comparable sizes.

For example, a sequence of MJPEG frames only has a change in size significantly when

the scene switches. So, no matter if it is us who send the frames by breaking them up

into equal size UDP packets or it is the transport layer interface (TLI) which does so, a

consecutive packet loss implies a proportional consecutive frame loss. Finally, to satisfy

our assumption that two consecutive lost windows are at least > frames apart, closer lost

windows can be combined and consider to be a larger lost window.

9.3 Bounded Network Error Case

In this section, we will discuss the case where the bound � of continuous network loss

is known. For convenience, we first state the problem in purely mathematical terms and

establish some notations to be used throughout the proof.

We are given positive integers > and � . Let � K denotes the set of all permutations

acting on �¤>W�8%I�E�h���������A�$>â� . For any permutation cS�Q� K , the sets

Gv¢m %è�kc	mÙ�8c	m O 5��������tc	m O�N�L 5B�E���¹¸ lM¸ >
are called the sliding windows of size � (of c ), where the indices are calculated modulo

> , then plus � . Thus, when �v¸�l/¸�>oPS� « � , G ¢m %ð�kc	m·�8c	m O 5B�������tc	m O�N�L 5B� , and when

>ãPâ� « �ÐÃ±lM¸ > , G ¢m %è�kc	mÙ���A���\�8c K �8c\5����A���\�8c	m O�N�LEKML 5��
For any pair of integers ^ and È such that ��¸ú^­ÃoÈ�¸ø> , let �Ó^8��ÈÞ� denotes the set

��^8�B^ « �������A�DÈ·� . Let ��e ¢m � K 5 be the sequence of integers defined as follows.
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e5¢m %
§¨¨¨¨¨¨¨© ¨¨¨¨¨¨¨ª
s��	�q�	�Í��^8�BÈï�$� ����^8�BÈï�*-ºG ¢m � if �Ð¸ lM¸ > Pâ� « �
s��	�q�	�Í��^8��>W�$� « �à�Í����ÈÞ�$� � if > P�� « �ÐÃ±lM¸ >
��^8��>W�*-J�kc	mÙ�A������c K �E�
�à���BÈï�*-J�kc\5"�����A�tc N"O m LEKML 5����

Let 9 ¢ %ºs��	�¾��e ¢m �ë�Ð¸ lM¸ >â� . Then ^H0 is defined to be

^H0ª%ºsi¬�®¾�=9G¢��8cS�Q� K �
Our objective is to find ^á0 as a function of > and � . Moreover, we also wish to specify

a permutation c so that 9 ¢ %'^G0 .
Informally, when �i¸ lM¸ >RP/� « � , e ¢m is the maximum number of consecutive integers

in G ¢m . While if >úP�� « �&ÃÉl¹ÃÉ> , e ¢m is the sum of two quantities j and k , where j
is the length of the longest consecutive integer sequence in �kc
mw�������
�8c K � which ends in

> , and k is the length of the longest consecutive integer sequence in �kcn5B�������
�8c	m O�N�LEKML 5B�
which starts at � . The reason for this is that suppose we apply our permutation to two

adjacent buffers of size > , we would like our permutation to also deal with the case where

the network loss burst occurs across these two buffers.

The value of ^H0 and permutation c depends tightly on the relationship between � and

> . Section 9.3.1 presents our solution based on two cases divided into two lemmas: (a)

the case where ��¸ K 7 , in which we have more freedom to choose our permutation; (b) the

case where
K 7 ÃT�SÃ1> . Lastly, section 9.3.2 summarizes our work on the bounded error

case by a theorem and an algorithm which gives us a good permutation given > and � .

Remark 9.1. If � is known and > is fixed, then ^(0Ä% � when �À% � and ^H0õ%ð> when

�&¯ > .



9.3 Bounded Network Error Case 188

Throughout this section, we assume > and � were given, unless specified otherwise.

9.3.1 Deterministic Solutions

Lemma 9.2. If � Ã��&¸ K 7 then ^G0b%è�
Proof. Since �f�-� , we have ^(0?¯ � . So, to prove ^H00% � it is sufficient to specify a

permutation c on �è% �E�h�����B�C�A����� >â� so that 9 ¢ % � . To avoid possible confusion, we

would like to point out that for any c×�?� K , cM��lÙ� specifies the position of l in the permuted

sequence where l is sent to, while c8m is the number at position l in one line notation of c .

For example, if c?%­�õ���U@~�!� then c
5M%º� , cq7b%I� , but cM�$�r�M%1� and cU������%1� .
We consider two cases based on the parity of > as follows.

� Case 1 : > is odd

Let > %o��> ¬C« � , � ¬ %ðsi¬�®¾�"£��Ù£À¯I�W£Q[\[Au6�:>?�Ù£���%ó�h� . Since ��¸ K 7 , we have

�J¸-> ¬ . Moreover, [\[*u6��>?�D> ¬ ��% � , hence � ¬ ¸ú> ¬ Ã K 7 . We now construct a

permutation c such that 9 ¢ %I� . Let c be defined as follows.

cU��l·�U%��D�:lþP±�r�"� � ¬ svY�u >0� « �����i¸ lM¸ > (9.1)

We first need to prove that c is indeed a permutation. As [][Au6�:>?�w� ¬ �M%�� , � ¬ generates

the group
` K of integers modulo > (

` K % �=�C�����A�����$> PÅ�h� ). Thus the sets

�=�����������A�3>�PÇ�h� and �=�C��� ¬ ���"� ¬ stY�uÄ>?�������r�:>�PÇ�r�:� ¬ stY�u >â� are identical. So (9.1)

defines a valid cS�Q� K .

Secondly, we need show that 9 ¢ %Â� . Let c?%/c
5"�8cq7A�������tc K in one line notation. If

9 ¢ ¯f� then there exists l and £ , �i¸'l�Ãñ£W¸'> such that either � c@m¾PÊc�¢��E%Â� and
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both c	m and c�¢ belong to the same sliding window G ¢a for some �Ð¸º^{¸ >ãP�� « �
or �kc	m·�8c�¢��¹%I�E�h��>â� and both cqm and c�¢ belong to the same sliding window G ¢a for

some > Pâ� « �ÐÃ ^{¸ > .

Note that by definition of c , we have lU% �D�{c8m@Pº�r��� � ¬ stY�ut>0� « � and £W% �D�dc�¢�P
���"� � ¬ svY�u >0� « � , thus,

£iPÀlä%Â�{c�¢ªPÊc	m:��� � ¬ stY�u > (9.2)

– If � c	m8P c�¢E��%�� and both c	m and c�¢ belong to the same G ¢a for some �Ä¸è^â¸
>±P!� « � , then we must have £þPÄl�ÃS� . Moreover, � c8m"P�c�¢���%�� and (9.2) imply

£�PWl is either � ¬ or >'P�� ¬ . As stated earlier, �0¸ò� ¬ Ã�>Þ�h� , so >ºP�� ¬ �×� ¬ ¯ò� ,

making £ÐPÀlMÃ�� impossible.

– Otherwise, suppose �kcqmÙ�8c�¢���% �E�h��>â� and both cqm and c�¢ belong to the same

sliding window G ¢a for some > P?� « �ÄÃJ^â¸J> . Notice that we must have

>úP�£ « l)Ã � for both cqm and c�¢ to be in G ¢a . Moreover, �kcqm·�8c�¢��v% �E����>â�
and (9.2) imply that £�PRl is either � ¬ or >ðP?� ¬ . So > PS£ « lª�R�B� ¬ ��> P?� ¬ � ,
and similar to the previous case, this makes >ãPQ£ « lUÃ�� impossible

In sum, we have just shown that e ¢m %o���$êä�Ç¸Él)¸É> , so 9 ¢ %ú� . Notice that the

choice of � ¬ could have been any integer between � and >Þ��� , as long as [\[*u6��>?��� ¬ �U%
� . In particular, � ¬ % > ¬ clearly works. However, we have chosen � ¬ to be the

minimum of these because we would like the permuted sequence to be spreaded out

in a “better manner”. To illustrate this, consider the case where >ó%ã�r� and ��%�� .
Our choice of � ¬ is � in this case, thus in two line notation we have
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c?% `b � � � � � @ � . B ��� ��� �r� ��� ��� �r� �k@ ���
� . �r� � �r� � B �k@ @ ��� � ��� �r� � ��� � �h�

fh
While if we choose � ¬ %'> ¬ %1. , the permutation becomes

câ% `b � � � � � @ � . B ��� ��� �r� ��� ��� �r� �k@ �r�
� �k@ ��� �r� ��� . @ � � ��� �r� ��� ��� B � � �

fh
Although this permutation does satisfy 9 ¢ %Â� , it has the alternative numbers being

too close to each other, thus we might end up in a situation where we lose every

other frame for a while and then a chunk of successfully arrived frames. This clearly

creates worse affect perceptually on the media stream comparing to the previous

choice of � ¬ .
� Case 2 : > is even

If �"£��w�è¸ £ºÃ K 7 £À[][Au6�:>?�Ù£��W% ��� ®% � then we can just use exactly the same

permutation as when > is odd.

If the set is empty, let > %ð�"� ¬ ¯ �"� , so � ¬ ¯è� . As the previous case, we seek a

permutation c so that 9 ¢ %�� . Let c be defined as follows.

cU��l·�U%À� ¬ �Z��l6stY�ut��� «¥¤ l��¦ ���i¸ lM¸ > (9.3)

If l is even, then cU�:lÙ�M% m7 , namely all the even numbers will be placed from the first

position to the � K 7 � ËÍÌ position in increasing order. When l is odd, cU�:lÙ�M%R� ¬*« m O 57 , so
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all the odd numbers will be placed from the � K 7 « �r� © Ë position to the >ÇËÍÌ position.

It is clear from the above observation that c is a proper permutation on � .

We are left to prove that 9 ¢ %ó� . Write c %á�dc
5"�ycq7���������c K � in one line notation.

Firstly, notice that for any �Ð¸ lUÃ×£�¸ > , we have

ló% � ¬ �ï�{c	m8stY�u��h� «�§ c	m�'¨£ % � ¬ �ï�{c�¢ªsvY�uv��� «�§ c�¢� ¨
So,

£�Pòlä%T� ¬ �Z�D�dc�¢�PÊc	m:�nsvY�ut��� « § c�¢� ¨ P § c	m� ¨ (9.4)

Similar to case 1, if 9 ¢ ¯º� then we consider two subcases :

– If � c	m8P c�¢E��%�� and both c	m and c�¢ belong to the same G ¢a for some �Ä¸è^â¸
>úP�� « � then we must have £ P±l~Ã­� . Moreover, since � c8m
PÀc�¢��¾%o� and

£��1l , it must be the case that cC¢ is odd and cqm is even. Combining with (9.4),

we have

£iPÀlä%R� ¬ «�§ c�¢� ¨ P § c	m� ¨ ¯ò� ¬ ¯ò�
This makes £ÐPÀlUÃS� impossible.

– Otherwise, if �kcqm·�8c�¢��¹%I�E���D>â� and both cqm and c�¢ belong to the same G ¢a for

some >ðPQ� « �ÄÃ1^�¸J> , then we must have > PS£ « lªÃT� for both c¾m and
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c�¢ to be in G ¢a . By (9.3), cU�$����%±� ¬ « � and cU��>0�ª%ñ� ¬ , so it must be the case

that £õ%R� ¬ « � and lä%T� ¬ . Thus, >�P?£ « lä%'> P±�Ð¯ò� ¬ ¯ò� , contradiction !

Example 9.3. Let > %��k@ and ��%1. , then

c�%ª© � � @ . ��� �r� �A� �k@ � � � � B �h� ��� �r�J«
Lemma 9.4. If

K 7 Ã×�0Ã�> then ^G0b%­¬ NKML=N*O 5i® « �
Proof. In order to prove that ^(0ª%¯¬ NKUL=N"O 5i® « � , we will first prove that

^G0/¯¯� �> Pâ� « � � « � (9.5)

then specify a permutation c so that 9 ¢ % ¬ NKML=N"O 5i® « � .
Let N�%Â��N@5"�CN	7����A���yN K � be any permutation on �×%I�E�h���������A�$>â� . Let ��%ºkC5���kh7*�������3k KML=N

be the sequence obtained from sorting N65"�CN	7��A�����tN KUL=N in increasing order. Intuitively, � is

the complement of G HKML=N"O 5 with respect to � .

Now, for convinience let kG0t%o� and k KUL=N"O 5�% > « � . Let �@m¦%á��jºé;k=m L 5tÃ�j'Ã
k=m·�Dj&�S�ª� , where �i¸ lM¸ >ÅP0� « � . �@m is simply the set of numbers between k�m L 5 and k�m
in � .

kF0ª%'�À�b�)�ò�����° ±d² ³j c k�5?�A���°	±d²	³j�I kh7
�����¹���A�°	±d²	³j*æ k�m~���A�'���A�°	±d²	³j z¾ì�´ k KUL=N ���A�n>° ±d² ³j z8ì�´ î c > « �/%'k KUL=N"O 5
It is clear that KML=N*O 5�

m��85 ���8mD��%T�
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Since �ä5�µ?�@7¶µ×�����/µ?� KUL=N"O 5�%ÉGJHKUL=N"O 5 , where µ denotes disjoint union, it must be

the case that e*HKML=N"O 5 ¯É���8mD�ë�6ê8lU�×�E�����b�����8��>ãPâ� « �h� . Thus, we have

��% KML=N*O 5�
m��85 ���8mD��¸ KUL=N"O 5�

m��85 e HKUL=N"O 5 %É��>ãPâ� « �r���<e HKUL=N"O 5
This implies

9 H ¯öe HKML=N*O 5 ¯ ¤ �> P�� « � ¦
this inequality holds for all N��?� K ’s, consequently

^G0/¯ ¤ �> Pâ� « �·¦ (9.6)

Inequality (9.6) is not as tight as (9.5). To prove that (9.5) holds, we need to consider

two cases.

Case (i) : ��>oP?� « �r� ® ��� . In this case, ÷ NKUL=N"O 5 ù % ² NKUL=N"O 5 ³ « � , so (9.6) implies

(9.5).

Case (ii) : �:> Pâ� « �����3� . In this case, let k % ÷ NKML=N"O 5 ù %o² NKUL=N"O 5 ³ .
Suppose ^H0�% k and let N % N\5��CN	7��A�����8N K be a particular permutation on � so

that 9ÐHò% k . From the definition of 9�H , for any �À¸ólW¸ó>áPR� « � , we must

have e Hm ¸ k . Consider two special sliding windows G H5 % �KN@5"�CN	7��A�����tN N � and

G HKML=N*O 5 %è�KN KML=N"O 5"�CN KML=N*O 7A�������yN K � . Table 9.2 illustrates the situation.

We have �"���f> , so �ò�J>oPQ� . Hence, there is no overlapping between �×P�G H5
and �ñP­G HKML=N"O 5 . From the previous analysis, ^á0 %øk holds if and only if �¤�@mD�6%
^G0�� ê8lU���E���������A���@��> P�� « �h� . So it must be the case that
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�QPRG HKUL=N"O 5 G HKML=N"O 5N@5"�CN	7A�������yN KUL=N N KML=N"O 5"�������yN N N N"O 5"�������yN K
GJH5 �SPTGJH5

Table 9.2: Pictorial illustration of GIH5 ��GJHKML=N"O 5 ���QPTGfH5 and �SPRGJHKUL=N"O 5

k=m\%­lD�Z�w^G0 « �r���$ê8lä%I�������������$>ðP�� (9.7)

because if ¸ClD���¤�@m3�EÃ­^G0 , then

> % � KUL=N"O 5m��85 ���8mD� « �:> Pâ�q�
Ã ��> P�� « �r��� ^G0 « �:> Pâ�¾�
% ��> P�� « �r��� NKML=N"O 5 « ��> P��¾�
% >?� contradiction!

The previous analysis was done based on the window G HKML=N"O 5 containing the last �
elements of N . So we have �rk�5���kh7A�������\� � �Ók KUL=N �~%f�SPTG HKUL=N"O 5 . Notice that exactly

the same result holds if we do the analysis with respect to G H5 , in which case the khm ’s
are also determined by (9.7). So, we have the following :

�E�E�w^G0 « �r��������^H0 « �r�"�A�����
�r�:> P��q�A�w^G0 « �����¹%'�SPTG HKUL=N"O 5 %1�QPTG H5
This is impossible since ���RP G H5 � and �w�ÀP­G HKML=N"O 5 � are disjoint. Consequently

^G0 ®%ºk , so ^W¯ k « �/%¹¬ NKML=N"O 5i® « � .
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Finally, to show that ^á0b% ¬ NKML=N*O 5i® « � , it is sufficient to specify a permutation c on �
such that 9 ¢ %¹¬ NKML=N"O 5 ® « � .

Before specifying c , we need to observe some facts. Let »t%�>oPQ� , <t% ¬ NÏ O 5 ® , and

¼U% z Kþ O 7j| , then » ¯I� because »i%1>ðPâ���­� . Moreover, since �â� >ðPâ�{%1» , we have

�&¯ » « � . Thus <Ä¯f� and we can write � as :

��% �:» « �r� < « < ¬ �è�Ä¸ < ¬ ¸ »
In addition, >o%R� « »Ð%Â�:» « �r�$< « < ¬�« »Ä¯ »�< « » « <Ä¯ < « � , so ¼b¯f� and we can

write > as :

> % ��< « ���Ù¼ « ¼ ¬ �è�Ä¸�¼ ¬ ¸ < « �
Now, we specify c in one line notation by considering 2 cases as follows.

Case (i) : ¼ ¬ %'< « � .
We have

> % � « »º �:< « ������¼ « �:< « ���Æ% ��» « �r�"��< « < ¬�« »
% ��»!P����"�Z��< « ��� « < « < ¬ P×» « < « �º �:< « ������¼ « �:< « ���Æ% ��»!P����"�Z��< « ��� « �:< ¬ Pò»h� « ���Ó< « �º ��< « ���"�¤¼ % ��»!P����"�Z��< « ��� « �:< ¬ Pò»h� « < « �

Moreover, since < ¬ ¸ » , we get
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��< « ���"�¤¼ ¸ �:»!P �r�"�Z��< « ��� « < « �º ¼ ¸ �:»!P �r� « þ O 5þ O 7¼ and » are natural numbers, so

¼ª¸­»!P±� (9.8)

We are ready to describe our c now. Notice that we would like 9 ¢ to be < « � , making

^G0ª%º< « � as desired. First we define 2 special arrays J'%è����mw� Ë O 55 and SÂ%I��¦�mw� Ë O 55
as follows.

��mð% � « ��l
P �r���ï�:< « �h�"� �¹¸­lM¸�¼ « �¦Bmó% �:< « ��� « ��l
P ���"�Z��< « ���"�Å�¹¸­lM¸�¼ « �
It is obvious that �W¸Ç��mb¸�> and ��¸ ¦�mb¸�> , thus J and S are subsequences of

� . Let 9 %ð��e�mw� KML 7 í Û Ë O 5 Ü5 be the increasing sequence of numbers in � but not in J
and S . Notice that if we write numbers ���B���������$> in increasing order, we have the

following picture :

¦�5 ¦B7 ¦ Ë O 5� � �f< « � � �f< « � � �I��< « � � �I��< « � � �û� � �û� �û� � �û� ��� « ¼*��< « ��� �û� >�C5 ��7 �� � Ë O 5
and the rest of the numbers (the dots in the picture) contribute sequence 9 . Finally,

here is our c in one line notation :
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c�%É��� Ë O 5"�C� Ë �������8��5° ±d² ³� �Ce KML 7 í Û Ë O 5 Ü �������������������������Ae�5° ±d² ³C �ßj L � L � ¦ Ë O 5"�A¦ Ë ���A���C¦A5° ±d² ³� �
To prove that this is a valid permutation, it suffices to observe that the sequences ���	mw�
and ��¦Bm�� don’t intersect, since �Em¡üÂ�ò��stY�uÇ< « ��� , while ¦$¢£ü1< « �À��stY�u0< « ��� .
We are left to prove that for every � ¸ ^É¸ > , G ¢ doesn’t contain more than

< « � consecutive integers, where as usual, when > Pâ� « �ÐÃ­^Ç¸ > we interprete

consecutiveness a little differently.

Notice that ê8lM�×�E�h�������\�3¼B� , the numbers of integers between ��m and ��m O 5 exclusively

is < « � , which we shall call the internal distance between �Cm and ��m O 5 . Similarly,

the internal distance between ¦"m and ¦Bm O 5 is also < « � . Now, consider the first sliding

window G ¢5 of size � of c :

câ% KUL Û Ë O 5 Ü g ¯ K ô � þ ©² ³d° ±� Ë O 5"�A� Ë ���A���C�C5��Ae KML 7 í Û Ë O 5 Ü �������������° ±d² ³»*¼c Li½ �A�����C�Ce�5��C¦ Ë O 5"�C¦ Ë �������8¦�5
This window can not contain any ¦"m ’s, since from (9.8) we have �¤G ¢5 �h%R�W%º>ñPÄ»Ä¸>øPè�Þ¼ « �r� . As we have noticed earlier, the internal distance between ¦Am and ¦Bm O 5
is < « � for all l0� �E�������A����� ¼B� , thus it is easy to see that e ¢ 5 ¸ < « � . We will

prove that this property holds for all sliding windows G ¢a by induction on ^ , where

�¹¸º^{¸ >ðP�� « � , namely ê\^{�×�E�������A�����$>ðP�� « �h�E�Ce ¢ a ¸ < « � .
� Base case : e ¢ 5 ¸ < « � as discussed.

� Suppose we have e ¢ a ¸ < « � for some �i¸º^{Ã±> P�� « � .
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� Let’s look at G ¢a O 5 . If G ¢a O 5 does not contain any element of S then e ¢ a O 5 ¸< « � holds trivially. Otherwise, suppose G ¢a O 5 does contain some set of more

than < « � consecutive integers. Let l be the least integer such that ¦�mþ�QG ¢a O 5 . It

is clear that G ¢a doesn’t contains ¦�m , because intuitively we have just moved G ¢a
one step to the right of c and added ¦"m into G ¢a to obtain G ¢a O 5 . The only way

for G ¢a O 5 to contain a set of more than < « � consecutive integers is when this

set contains ¦Bm , since by induction hypothesis, just before this point, e ¢ a ¸ < « � .
Additionally, since the size of G ¢a O 5 is � , it’s easy to see that if ¦�mä�SG ¢a O 5 then�=¢i��?G ¢a O 5 �$êC£v¯­l .
However, if ¦Bm is contained in some set x of more than < « � consecutive

integers, then x has to either contain ��m or ��m O 5 because ��mþÃÅ¦�mþÃõ��m O 5 and the

internal distance between �Em and ��m O 5 is < « � . Contradiction !

So G ¢a O 5 does not contain any set of more than < « � consecutive integers. In

other words, e ¢ a O 5 ¸ < « � .
We also have to show that

ei¢ a ¸º< « ��� when >ðPâ� « �ÐÃ ^{¸­> (9.9)

� If <¹%�� , then > %'��¼ « � ; thus, ���Þ¼ « �r��%­>èP&¼b¯À� « � . Consequently, none

of G ¢a �D>ðPâ� « �ÐÃº^Ç¸­> contains both �	5U%I� and ¦ Ë O 5�%'> . (9.9) follows

trivially.

� If <&��� , then e�5)%ã� and e KML 7 Û Ë O 5 Ü %É>øP1� . Moreover, clearly e KML 7 Û Ë O 5 Ü ���kc a �����A�yc K � and e�5¢����kc\5"�������tc N*O a LEKUL 5D� whenever > P¹� « ��Ã­^W¸­> . Thus,
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for these values of ^ , e ¢ a is at most � , which is at most < « � , which completes

our proof.

Example 9.5. Let >á%��r� , ��%ÈB . Thus, ^(0/% ¬ NKML=N*O 5i® « �i% z ø5 + L ø O 5^| « �i%Â� .
<i%É� and �r��%f�C�ë� « � , so ¼ ¬ %f�õ%1< « � in this case. The sequences J and S are

as follows. JÅ%o�������B�������C�A���C���k@ . So% �������B.C�A���������C���r� . And lastly, applying our

scheme gives us permutation

câ% © �k@ ��� ��� � � � �r� �r� B @ � ��� ��� ��� . � � «
Case (ii) : �Ä¸�¼ ¬ Ã�< « � .
We have

> % � « »º �:< « ������¼ « ¼ ¬ % �:» « ���"��< « < ¬ « »
% »��Z��< « ��� « < « < ¬ P×»º �:< « ���"�¤¼ % »��Z��< « ��� « �:< ¬ Pò»h� « <)Pò¼ ¬

Moreover, since < ¬ ¸ » , we get

�:< « �h�"�¤¼ ¸ »��:< « ��� « <!P�¼ ¬º ¼ ¸ » « þ L Ë Uþ O 7¼ and » are natural numbers, so

¼b¸ » (9.10)
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Similar to the case (i), we define 2 special arrays J % ����mw��Ë 5 and S % ��¦�m·��Ë 5 as

follows. ��mð% ¼ ¬h« � « ��l
P �r���ï�:< « ��� �Ð¸ lM¸ ¼¦Bmó% l3�ï�:< « �h� �Ð¸ lM¸ ¼
It is obvious that �W¸Ç��mb¸�> and ��¸ ¦�mb¸�> , thus J and S are subsequences of

� . J�.ËS %o� since ��< « ��� divides �Em and does not divide ¦3¢ for all l and £ . Let

9J%I��e�m�� KUL 7 Ë5 be the increasing sequence of numbers in � but not in J and S . If we

write numbers �h���������A�3> in increasing order, this time we have the following picture

:

¦A5 ¦ Ë� �û�f¼ ¬�« � � �f< « � �û� � �û� �û� � �è¼ ¬�« � « �:¼;P��r�*��< « ��� �û�f¼*�:< « ��� � �è>�C5 � Ë
and the rest of the numbers (the dots in the picture) contribute sequence 9 . c in one

line notation is as follows.

c?%���� Ë �A� Ë L 5"�����A�C�C5° ±d² ³� �Ae KUL 7 Ë �A�����������������������Ae�5° ±d² ³C �ßj L � L � ¦ Ë �A¦ Ë L 5"�������y¦A5° ±d² ³� �
The proof goes almost the same as in case (i). Due to ¼i¸Å» , G ¢5 does not contain

any of the ¦Bm ’s. Straightforward induction shows that when �Q¸-^ ¸o> PÀ� « � ,
none of G ¢a contain more than < « � consecutive integers. On the other hand, when

>ãPâ� « �¹Ã­^{¸ > , we always have
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e�5 ��×�kc\5"�����A�\�8c N"O a LEKML 5B� and e KUL 7 Ë ��×�kc a �A�����\�8c K �
If ¼ ¬ %J� , then e�5�%f� and e KUL 7 Ë %1>ðP � , so e ¢ a ¸J� ¸º< « � . If ¼ ¬ �­� , then e�5�%Â�
and e KML 7 Ë %º> , so e ¢ a %1� .
For example, let > % �r� , �f% �r� . ^H0â% ¬ NKML=N*O 5i® « �ò% z 5�75 + L 5�7 O 5^| « �×% � .
<0%ð� and ���&% �C�Ó� « � , so ¼ ¬ %-�0ÃÉ< « � in this case. The sequences J and S
are as follows. Jú%ø����.C���r���A�k@ . SÆ%-���C@C�����C�A��� . Applying our scheme gives us

permutation

câ%¥© �k@ �r� . � �r� �r� ��� ��� B � � � � ��� ��� @ �7«
9.3.2 Summary and Benefits of the Bounded Error Case

The following theorem summarizes our work on the deterministic cases.

Theorem 9.6. If � and > are both determined, then

� ^G0ª%'� when �{%º� and ^H0b%'> when ��¯ >
� ^G0ª%¯¬ NKUL=N"O 5i® « � when � Ã��&Ã±> .

Proof. Since if �ºÃ ��¸ K 7 then ¬ NKUL=N"O 5i® % � , this is immediate from the preceding

lemmas and remark. Also note that if the desired ^�0 is given, these formulas allow us to

find the minimum buffer size >Þ0 to achieve ^H0 .
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Algorithm eÔ��Ède�4¾È���¼ � F � <�>{4	¼t��¼ l�$r
��:>?�w�¾� is a permutation generator which generates

permutation c with 9 ¢ %'^G0 on input > and � . Notice that it takes only linear time.

calculatePermutation(m, p)

if �&¸­� or �&¯ > then

output the identity permutation

end if

if �&¸ K 7 then

  ¾ �"£����&¸T£t¸ K 7 £U[\[Auþ�:>?�Ù£��U%è�h�
if   ®%1� then

� ¬ ¾ si¬�®8�"£��\£v�Q I�
for l�¾ � to > docU��l·�O¾ �D�:l6P��r�:� ¬ stY�ut>0� « �
end for

else

**   %º� , > must be even **

� ¬ % K 7
for l�¾ � to > docU��l·�O¾ � ¬ �Z��l6stY�ut�h� «À¿ m7jÁ
end for

end if

else

»*¾ >ãPâ�
<Â¾ ¬ NÏ O 5i®¼¶¾ z Kþ O 7j|

¼ ¬ ¾ >ðstY�u0�:< « �h�
if ¼ ¬ %'< « � then

for l�¾ � to ¼ « � do��mÃ¾ � « ��l
P ���"�Z��< « ���¦�mÄ¾ ��< « �r� « �:l
P �r�"�Z��< « ���
end for

9"¾ �E���B��������� >â�)P±����m·�)Pñ��¦Bmw�
9 is extracted in increasing order.

for l�¾ � to ¼ « � docU��� Ë O 7 L m���¾ l
end for

for l�¾ ¼ « � to > P­�:¼ « �r� docU��e KML m L Ë ��¾ l
end for

for l�¾ >ãPò¼ to > docU��¦ KML m O 5D��¾ l
end for

else

** i.e. �Ä¸�¼ ¬ ¸ < **

for l�¾ � to ¼ do��mÃ¾ ¼ ¬�« � « �:l6P��r�"�Z��< « ���¦�mÄ¾ lD�Z��< « ���
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end for

9?¾ �E�������������$>â�)Pñ����mw�)P±��¦�m·�
9 is extracted in increasing order.

for l�¾ � to ¼ docU��� Ë O 5 L m���¾ l
end for

for l�¾ ¼ « � to >ðP�¼ do

cU��e KML m L Ë O 5D��¾ l
end for

for l�¾ >ãPò¼ « � to > docU��¦ KML m O 5D��¾ l
end for

end if

end if

Benefits of solving the bounded error case

The assumption that � is known can be envisioned in future networks where some sort

of QoS guarantees are provided, such as ATM, Internet2, etc. . More importantly, it gives

us a rigid background to solve the unbounded error case.

9.4 Unbounded Network Error Case

9.4.1 Feedback based permutation adjustment protocol

Our protocol is a simple feedback based protocol. Some CM systems use TCP/IP for com-

munication [78]. But it has been shown in [146] that CM applications based on TCP are un-

stable when the real time bandwidth requirements fall below available bandwidth. Thus in

this protocol, we use the UDP communication model (like [144,145]). We dynamically use

the solution provided in the deterministic cases as a mechanism for the non-deterministic

scenario presented here. We assume that > , the buffer size, is known in advance by both

client and server. This can also be part of a initial negotiation.

At the server side, a buffer of size > is kept. Server permutes frames (actually frame

indices) based on current set of parameters, then initiates transmission of the frames in the
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buffer. Server changes the permutation scheme based on client’s feedback. The permuta-

tion scheme changes only at the start of the next buffer of frames.

At the client side, the client waits for a period of >Þ�\68<��E> � ¡���¼ � ( time needed for the

client’s buffer to be filled up ) and calculates consecutive network loss for this buffer win-

dow. The client keeps track of the previous window’s estimated network consecutive loss

and sends its next estimation back to the server. It sends feedback (ACK) in a UDP packet.

Note that ACK packet is also given a sequence number so that out of order ACK packets

will be ignored. The server makes decision based on the maximum sequence numbered

ACK.

Given a buffer of size > , initially the server assumes the average case where �W%Åz K 7�| .
Denote ��m as the actual consecutive network loss, and � 
m as the estimated network loss

in the l�ËÍÌ window. We use exponential averaging to estimate next loss. Suppose we are

currently at the 
@ËÍÌ window, � 
g is determined by

� 
g % ¿ o�� ��g « �$�¦Pqon��� � 
g L 5 Á
In this experiment, we have picked o'% 57 . This value turns out to work just fine, as

shown in section 9.5. Whether or not there exists an optimal value for o is subject to further

investigation. Basically, o measures how much weight we would like to give to the current

network status. The larger o is, the less weight we give to the history of network behavior.

� 
g is rounded up because we want to assume the worse error.

9.4.2 Illustration of the protocol

Figure 9.3 illustrate an example of how client and server interact. ÃÂ£��8c
m¹� is the time

where server sends the l ËÍÌ frame of the £ ËÍÌ buffer window. J)9iÊ�¢ containing the estimated
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� 
¢ sent back by the client. By the time server gets J)9iÊ ¢ , it could be in the ��^2PQ�r�$ËÍÌ buffer

window. So, it uses J!9ÐÊõ¢ for the ^�ËÍÌ buffer window. Lastly, J)9iÊõ¢ L 5 is lost, so we have

not used it for transmission of any of the buffer window subsequently.

Server ClientÆÈÇ xÊÉ �ÌËÆÈÇ xÊÉ �ÍËÆÈÇ xÊÉ Ù ËÆÈÇ xÊÉÏÎ ËÆÈÇ xÊÉ ÎÑÐ � ËÆÈÇ xÊÉÏÒ ËÆÈÇ]Ó z`xÔÉ � Ë
ÆÈÇ]Ó z`xÔÉ Ò Ë
ÆÈÇ]ÓOÕ xÔÉ � Ë

Ö�×·Ø�Ù ��ÚAÛÙ �
uses
ÚAÛÙ

for scrambling

ÜÄÝ�ÞAß�àrÜÃá%âãà � áCycle time of

Ö�×ÌØ Ù ä � ��ÚAÛÙ ä � �

Figure 9.3: A sample session

9.5 Experimental Evaluation

The following two sections presents the evaluation of our scheme in two scenarios. In one

case the protocol described in section 9.4.1 has been implemented and tested over a long

haul network. In the second case, we use a data set extracted from a real-time application

such as Internet Phone and simulate our protocol. We show the reduction in CLF in both

the cases. Our protocol has smoothed out CLF to be within the range of perceptually



9.5 Experimental Evaluation 206

acceptable tolerance. Also, it adapts quite well with abnormality in network loss pattern.

Moreover, almost all of CLF values are within the range of perceptual tolerance (see section

9.2.1. Thus this approach of of using End User QoS as a direct means to control Media

Delivery shows a lot of promise. There are a number of extensions to the protocol which

we have been and are currently looking into. These are briefly discussed in section 9.6;

9.5.1 Video Experiment : Actual Media Delivery over a Long Haul Network

We have conducted experiments of sending two MJPEG video clips over LAN and WAN.

Due to limited space, only the result of WAN is shown here. However, the behavior of our

protocol is the same in both cases. We transfered data from a UltraSparc 1

(rawana.cs.umn.edu) in Computer Science department, University of Minnesota to

another SunSparc (lombok.cs.uwm.edu) in Computer Science department, University of

Wisconsin, Milwaukee 2. The experiment was conducted at 9:45am when network traffic

is expected to be average. Both clips have resolution ���r� d ��.h� . Clip 1 frame sizes varies

from �����F@ to �G@��G@�� bytes with B������ bytes as the median, ����.��E� bytes as the mean and

�����h�C�ë� is the standard variation. These numbers for clip 2 respectively are �h����� , �h������. ,
�����h.�� , ���FBC�k@ and �F@h�E���Ó. . Clip 1 contains ��@���� frames and clip 2 contains �r�h�G@ frames.

Our buffer window is of size �h� . Three times “traceroute” 3 told us that the packets typically

go through 14 hops in between. A sample traceroute session is as follows.

1 eecscix.router.umn.edu (160.94.148.254) 2 ms 1 ms 1 ms

2 tc8x.router.umn.edu (128.101.192.254) 23 ms 4 ms 3 ms

3 tc0x.router.umn.edu (128.101.120.254) 6 ms 1 ms 1 ms

4 t3-gw.mixnet.net (198.174.96.5) 1 ms 1 ms 1 ms}
Thanks to Mr. Thanh C. Nguyen at the Department of Computer Science, University of Wisconsin, Mil-

waukee for helping us in conducting this experiment~
Thanks to Mr. Luan V. Nguyen by the time was a system staff at the Department of Computer Science,

University of Minnesota, for providing us with this traceroute result
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5 border5-hssi1-0.Chicago.cw.net (204.70.186.5) 11 ms 11 ms 29 ms

6 core2-fddi-0.Chicago.cw.net (204.70.185.49) 11 ms 11 ms 11 ms

7 core2-hssi-3.WillowSprings.cw.net (204.70.1.225) 13 ms 13 ms 15 ms

8 core3.WillowSprings.cw.net (204.70.4.25) 310 ms 52 ms 123 ms

9 * ameritech-nap.WillowSprings.cw.net (204.70.1.198) 245 ms 35 ms

10 aads.nap.net (198.32.130.39) 18 ms 18 ms 21 ms

11 r-milwaukee-hub-a9-0-21.wiscnet.net (207.112.247.5) 25 ms 22 ms 27 ms

12 205.213.126.39 (205.213.126.39) 19 ms 20 ms 23 ms

13 miller.cs.uwm.edu (129.89.139.22) 24 ms 25 ms 21 ms

14 lombok.cs.uwm.edu (129.89.142.52) 24 ms * 25 ms

Figure 9.4 shows the result. As can be seen from the figure, our scheme has done quite

well smoothing network consecutive losses. In a few cases our CLF is 1 higher (clip 2) but

that was due to rapid changes in network loss behavior and it is expected. Most of the time

CLF is well below and also within tolerable perceptual limits (see section 9.2.1).

9.5.2 Simulation: Using data from a real time application like Internet Phone

The data 4 was collected for an Internet Voice or Voice on Networks (VON) application.

The server is vermouth.ee.umanitoba.ca (Canada) and the Client is rawana.cs.umn.edu

(Minnesota, USA). vermouth and rawana is a SUN UltraSparc 1, running Solaris V2.6 and

V2.5 respectively. Each host is on a 10 Mbps Ethernet (LAN). The transmission is over the

Internet and the data set was collected on a Saturday, from 10 am to 2 pm. The two files

presented here are of voice packets of sizes 160 and 480 bytes. As can be seen from figure

9.5 the actual CLF’s of network losses are varying while the CLF based on our protocol

always has lower CLF (in this case CLF=1, implying no consecutive losses).� Thanks to Mr. Difu Su, Computer Science Department, University of Minnesota, for providing us with the
data set
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Figure 9.4: Performance of our protocol when transmitting video over long haul network
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9.6 Discussions

In this chapter we have addressed the problem of handling bursty losses in continuous me-

dia transmission. We formulated the problem in terms of a number of parameters including

user QoS requirements, sender resource availability, and network loss behavior. We in-

troduced the idea of error spreading, which takes spots of concentrated bursty losses and

spreads it evenly over the entire stream. This makes the stream more acceptable from a

perceptual viewpoint [163]. Our experiments over the Internet show that the scheme is

quite effective.

Our ongoing work is addressing a number of issues. First, we want to develop an

analytical formulation for the unbounded network error case. Second, we want to develop

metrics which help us to choose which permutation to be used when the first level parameter

( ^H0 ) is not enough to break the tie. Finally, we want to extend this idea to groups of

synchronized streams.

An extension of this work has already been done and is presented in [154]. In the

paper, we extended this idea to hanlde streams with inter-frame dependency such as MPEG

and shows that error spreading could be used in conjunction with other existing protocols

without changing the underlining protocol.

From a Combinatorial point of view, it would be interesting to answer the following

question : given > and � , how many c��S� K are there such that 9 ¢ %J^G0 ? The answer to

this is probably not so difficult to find, but it will be tedious with various boundary cases

involved.



Chapter 10

Conclusions

Interconnection networks play a crucial role in various branches of Computer Science. This

thesis has addressed many interesting and difficult problems of interconnection network

from the topological layer. Progresses were made on several outstanding conjectures. All

four major classes of interconnection networks were included. Just like it has been for

the last 40 years, the problems in this dissertation require a good deal of mathematical

tools, ranging from Combinatorics, Linear Algebra, Graph Theory, Coding Theory, to even

Number Theory ...

Admittedly, some of the real-world applications are still looking somewhat superficial.

However, this is due to the fact that this field is enormous and is still in its early stage

of development. In fact, no good comprehensive book on the theory of interconnection

network topology exists; although from an engineering point of view there are several

good ones.

All the problems and results in the thesis are combinatorial in nature. This fact fits

well to the overall theme of applying well established discrete mathematics techniques to

solve a class of practical problems. What missing are the probabilistic models on inter-

connection networks, which form the second major class of problem solving techniques

for interconnection topology problems. One of the reasons for not having any probabilistic

arguments on our results is that all of our problems require some very precise estimates on

211
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the objective functions. While, probabilistic arguments often result in values with hidden

constants. That is not to assert that probabilistic methods are out of question, however. We

might just not know yet how to apply them in the right way.

From all the results presented, there are wide open problems and directions for further

research, as discussed at the end of each chapter. One major direction is about the multi-rate

complexity of switching networks. The complexity of classical (i.e. single rate) switching

networks has been a major area of research during the last 40 years. These studies have

enriched many areas of Mathematics and Theoretical Computer Science with fascinating

problems and new techniques. Hence, we expect that the natural extension from single-rate

to multi-rate could provide similar effects. The problems seem to be more difficult with the

extension, one of whose examples we have seen in Chapter 4.
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