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ABSTRACT

With the growing popularityof the Internet,thereis anincreasingnterestin usingit for
audioandvideotransmissionPeriodicnetwork overloads)eadingto bursty pacletlosses,
have alwaysbeena key problemfor network researchersin along-haul,heterogeneous
network lik e the Internet,handlingsuchan error becomesspeciallydifficult. Perceptual
studiesof audioandvideoviewing have shovn thatburstylosseshave the mostannging
effectonpeople andhencearecritical issuego beaddressetbr applicationsuchasinter-
netphone video conferencingdistancdearning,etc. Classicalerrorhandlingtechniques
have focusedon applicationdike FTR, andaregearedowardsensuringthatthe transmis-
sionis correct,with noattentionto timeliness.For isochronousraffic like audioandvideo,
timelinessis a key criterion,andgiventhe high degreeof contentredundanyg, someloss
of contentis quite acceptableln this reportwe introducethe conceptof error spreading
which s atransformatiortechniquehattakestheinput sequencef paclets(from an au-
dio or videostream)andpermutegshembeforetransmissionThe pacletsareun-permuted
at the receving end. The transformations designedo ensurethat bursty lossesin the
transformeddomainget spreadall over the sequencen the original domain. Perceptual
studieshave shavn thatusersaremuchmoretolerantto a uniformly distributedlossof low
magnitude We thendescribea continuousnediatransmissiormprotocolbasedn thisidea,
andvalidateits performancehroughanexperimentperformedon the Internet.
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Chapterl

Intr oduction

Due to the phenomenagrownth of multimediasystemsandtheir applicationstherehave
beennumerousresearchefforts directedat providing a continuousmedia(CM) service
over varyingtypesof networks. With the boomof the Internet,continuousmedialik e au-
dio andvideoareusingthelnternetastheprincipalmediumfor transmissionHowever, the
Internetprovidesa singleclassbesteffort service,anddoesnot provide ary sortof guar
anteedBT98]. A network characteristiof specialconcernto this reportis transmission
errors,andspecificallythedroppingof datapaclets. Packetsaredroppedvhenthenetwork
becomesongestedandgiventhe natureof this phenomenonrstringsof successie pack-
etsare often dropped[Bol93, Pax97, leadingto significantbursty errors[YCV96].This
burstylossbehaior hasbeenshavn to arisefrom the drop-tailqueuingdisciplineadopted
in mary Internetrouters|PFTK9§.

Handlingbursty errorshasalwaysbeenproblematic gspeciallysinceno goodmodels
exist for its prediction. On the other hand, mostapplications,especiallyrealtime Mul-
timediaapplications,do not toleratebursty error, makingit imperatve thatthey be han-
dledin agoodmanner Perceptuastudieson continuousmediaviewing have shavn that
userdissatiséctionrisesdramaticallywhenbursty error goesbeyond a certainthreshold
[WSNF97,WS96,WVP*98]. Thisis especiallysofor audio,wherethethresholds quite
small,andhencethisissueis quite pressingor applicationdik e Internetphone.

Theseobsenationspoint quite solidly to the needfor developmentof efficient mech-
anismsto control bursty errorsin continuousmediastreaminghroughnetworks. Redun-
dang is the key to handlingpaclet loss/damagén standardcommunicationprotocols.
Therearetwo main classesof schemespamelythe reactiveschemesand the proactive
schemes.

Reactve schemesespondy takingsomeactiononcetransmissiorerror hasbeende-
tected,while pro-actve schemegake someactionin adwanceto avoid errors. A proto-
col suchas TCP is reactve sincethe recever sendsa feedbackto the senderuponde-
tecting an error, in responsdo which the senderwill re-transmitthe lost or corrupted
paclet. The reactioncan be initiated by the sourceor the sink. Souce initiated re-
action occursin schemesasedon feedbackcombinedwith retransmissiorike [BT98,
BTW94, RR93. Thefeedbackcontrol canbe basedon streamrate [ZSKT96, MJV96],
bandwidth[GJS96], loss/delay[BT98] and a wide variety of network QoS parameters
[Tow93, AFKN94, RTP94]. Sinkinitiated reactionoccursin reconstructiotasedschemes
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like [WL98, ABLS94]. Codingdatain anerrorcorrectingmannerbeforetransmissions
apro-actve schemavherecorruptedpacletscanbereconstructeHBK98] andForward
Error CorrectionCodeqBG, BT96]).

Eachof theseclassef schemesequiresextra bandwidth for feedbackandretrans-
missionin thefirst, andfor extrabitsin thesecondcataeyory. This needfor extrabandwidth
can exacerbatdahe problem,especiallysincenetwork congestions the principal culprit
for the bursty errors.Onemoreapproacthathasbeenproposedis to fulfill therealtime
needsof CM applicationswith otherserviceslike RSVPand RTP, which offer varying
degreeof performanceyuaranteefZDE193, SCFM94. Servicedike RTP/RSVPrequire
that someresourceallocationand/orresenation mechanisnbe provided by the network
[BT98]. Sincethesemechanismarenotyetwidely deployedin thelnternet,ourfocushas
notbeenonthem.

Recentwork ([SIBG98,ZNAT99]) hasproposedschemesvherethe overall charac-
teristicsof the databeingtransmittedcan be usedto control the transmissiorerror. For
example,[ZNAT99 hasproposedselectvely droppingvideo frameson the senderside,
basedon a cost-benefiinalysiswhich takesinto accountthe desiredQuality of Service
(Qo0S).Thisis quite effective in a LAN (sendersareknown andcooperatie) or the Inter-
netusingRED gateavayswhereduringcongestionthe probabilitythatthe gatavay notifies
a particularconnectiorto reduceits window is roughly proportionalto that connectiors
shareof the bandwidththroughthe gatevay [FJ93]. While drop-tail queuingdisciplineis
still adoptedn mary routers[PFTK98, this schemamay not bedirectly applicableyet.

In this reportwe proposea new type of schemeor handlingbursty errors,which we
call error spreading A key adwantageof this schemas thatit is not basedon redundany,
andhencerequiresabsolutelyno extra bandwidth. The mainideais thatwe do nottry to
reduceoverall error, but rathertradeof bursty error (the bad error) for averageerror (the
gooderror). Perceptuastudyof continuousmediaviewing [WSNF97, WS96,WVP*98]
hasshovn thatareasonablamouniof overallerroris acceptableaslongasit is spreadut,
andnot concentratedh spots.A similar approacthasbeentakenby [YCV96]. But they
have useda randomscramblingtechniqueswvith redundanteconstructiorfor audio,and
asstatedby themthey have notinvestigatedhe buffer requirementsWe have established
clearly the boundsand the relationshipbetweenbuffer requirementand user perceved
guality in aboundedoursty network errorscenario.

In this reportwe make several contrikutions. First, we formulatethe problemof error
handlingin continuousmediatransmissioras a tradeof betweenthe userQoS require-
ments,network characteristicsand senderresourceavailability. Second,we provide a
completeanalyticalsolutionfor the specialcasewherethe network errorsare bounded.
While this solutionmay be of actualusein somespecializechetworks, e.g.,atightly con-
trolled real-timenetwork, its principaluseis in providing importantmathematicatelation-
shipsthat canbe usedasthe basisof protocolsfor generalnetworks. Next, we usethis



analysisto developsucha protocolfor networkswherethereis no boundon theerror. Fi-
nally, we presentresultsof an experimentalevaluationthatillustratesthe benefitsof the
proposedcheme.

This reportis organizedasfollows: chapter2 formulatesthe problemand chapter3
presentsa mathematicabnalysisof the boundednetwork error case. Chapter4 presents
the transmissiomrotocol, while chapter5 describests evaluation. Chapteré concludes
thereport.



Chapter2

Problem Formulation

This chapterbriefly discusseghe contentbasedcontinuity QoS metricsintroducedin
[WS96]. Then,we defineour problembasedon this metrics.

2.1 QoSmetrics

For the purposeof describingQoS metricsfor lossy mediastreamsCM streamis envi-

sionedasa flow of dataunits (referredto aslogical dataunits, or LDUs, in the uniform
framework of [SB96]). In our casewe take avideoLDU to beaframe,andanaudioLDU

to consistof 8000/30,i.e. 266 samplesof audid. Givena ratefor streamsconsistingof

theseLDUSs, we ernvision thatthereis a time slot for eachLDU to be playedout. In the
ideal casea LDU shouldappearat the beginning of its time slot. This reportusesonly
the contentbasedcontinuity metricsproposedn [WS96. Issueson rateanddrift factors
(discussedn [WS96]) arenot considered Note alsothatwe shallusetheterm LDU and
frameinterchangeablysinceframeis very commonlyusedin Multimediacommunity

Ideal time 1.0 2.0 3.0 4.0
to appear
Streaml| Lbu 1 LDU 3 LDU5 LDU 6
Time of
appearance ;| ¢1(1) = 1.0 t1(2) = 1.8 t1(3) = 2.8 t1(4) = 3.8
Unit Loss 0 1 1 0 Aggregatt_e Loss = 2/4
Consecutive Loss = 2
Stream?2 LDU 2 LDU 3 LDU 5 LDU 6
Time of
appearance : t2(1) = 1.2 t2(2) = 2.0 t3(3) = 2.8 ta2(4) = 4.0
. Aggregate Loss = 2/4
Unitloss @1 0 1 0 Consecutive Loss = 1

Figure 2.1: Two SampleStreamdJsedto Explainthe QoSMetrics

Theabove figureis from [WS96]. Ideal contentsof a CM streamare specifiedby the

1 SunAudiohas8-bit samplesat 8kHz, andan audioframeconstituteof 266 suchsamplesquivalentto a
playtime of onevideoframe,i.e. 1/30seconds.



ideal contentsof eachLDU. Due to loss, delivery error or resourceover-load problems,
appearancef LDUs may deviate from this ideal, andconsequentlyeadto discontinuity
The metricsof continuity aredesignedo measurehe averageandbursty deviation from
the ideal specification. A lossor repetitionof a LDU is considereda unit lossin a CM
stream. (A more precisedefinitionis givenin [WS96].) The aggrgatenumberof such
unit losseds the aggregateloss(ALF) of a CM streamwhile the largestconsecutie non-
zerolossis its consecutivéoss(CLF). In theexamplestreamf Fig. 2.1, streaml hasan
aggreatelossof 2/4 anda consecutie lossof 2, while stream2 hasan aggreatelossof
2/4 anda consecutie lossof 1. Thereasorfor the lower consecutie lossin stream?2 is
thatits lossesare more spread-outhanthoseof streaml. Note thatthe metricsalready
takescareof lossegbothconsecutie andaggrgate)thatariseduetiming drifts [WS96].

In auserstudy[WSNF97]it hasbeendeterminedhatthetolerablevaluefor consecu-
tive videoframelossesveredeterminedo be two frames.For audiothis limit wasabout
threeframes.

2.2 Problem Statement

Oneof themostimportantfactorsthataffectthe quality of a CM streamis the Consecutive
LossFactor[WS96] (CLF). Network oftenloseframesin bursts,alternatingoetweerossy
burstandsuccessfuburst[YCV96, Bol93, Pax97,PFTK98]. This oftencausesinaccept-
ably highCLF. Ourobjectveisto reduceCLF giventhesamenetwork characteristicsThe
mainideais lossspreading or distributing consecutie lossover sometime period.

For example,supposeave senta sequencef 17 consecutie videoframesnumbered
to 17. During transmissiona network bursty error of size7 occurswhich causesheloss
of framesnumbered to 13, asshavn in thefirst row of Table2.1. This causeshe stream
to haveaCLF of 7/17.

Now supposeve permutethis sequencef framesbeforetransmissiorsothatconsec-
utive framesbecomefar apartin the sequencethe CLF canbe reducedsignificantly To
illustratethisidea,considettheframetransmissiomrdershovn in thesecondow of Table
2.1. With exactly the samebursty erroronceagainconsecutie framesarelost, exceptthis
time they areconsecutie only in the permuteddomain. In the original domaintheseare
spreadarapart.

Clearly, if the 17 frameswere sentin this order we would have hada CLF of only
1/17. Table2.1 summarize®ur exampleby giving threesequenceandtheir correspond-
ing CLFs. The first sequences the naturalorder of frames,the seconds the permuted
order andthethird is the un-permutedrderobsened at therecever’s side. Thethird se-
guencevaspresentedo shov how thelosshasbeenspreadut overtheoriginal sequence.
Theboxednumbergepresentost frames.

This examplemotivatesthefollowing problem.



| | Framesequence | CLF |
In order 010203040506|/07080910111213/14151617 7/17
Permuted 010611160409]14020712170510/15030813 1/17
Un-permuted | 01/02]0304|05/06]07/0809|10]11|12|13[14]1516/17|| 1/17

Table 2.1: An exampleof how the orderof framessentaffectsCLF

Bursty Err or Reduction Problem (BERD)

e Objective: to reducethe burstyerror, i.e. CLF, to anperceptuallyacceptabléevel
(by spreadingt outoverthe stream).

e Input parameters:

— misthesendessbuffer size,in termsof LDUs. m is determinedy thesenders
operatingervironmentandits currentstatus.

— pistheupperboundonthesizeof aburstylossin thecommunicatiorchannel,
within awindow of m LDUs (we relaxthis assumptionn chapter).

— k istheusers maximumacceptabl€LF.

e Output : apermutatiorfunction7 onS = {1,2,3,..., m} which decidegheorder
in whichasetof m consecutieLDUs mustbesent.Moreover, thesystems expected
to give thelower boundk, whichis the minimum CLF thatcanbe supportedn this
constrainecernvironment.

e Assumption: two consecutie burstylossareatleastm LDUs apart.

Figure2.2 visualizeshow the solutionspacefor a particularvalue of p would appear
The boundaryof the curve is essentiallywhatwe found. Above it is the feasibleregion,
whereintuitively if weincreasen, thenk shouldstill bethesameor less.Thereis atypical
tradeoff betweenbuffer sizem andCLF k. The greaterm is, thelessk we cansupport
but alsothe greatermemoryrequirementindinitial delaytime. Givenmy, line m = my
cutstheboundarycure at k, ator above whichwe cansupport.Corversely givenky, line
k = kg intersectghe curve at my at or above which the buffer sizemustbe in orderto
supportky.

Thereare several pointsworth noticing. Firstly, we dealonly with datastreamghat
have no inter-framedependencsuchasMotion-JPEGor uncompressedatastreamgau-
dio, video, sensordata,...). Thereasonfor this is thatthis allows usto considerevery



For afixedp

Buffer, m \ """""" R R

Feasible Region

/ UserSpecifiedCLF, k& \ B

Infeasible Region FeasibilityCurve for afixedp, m = f(p, k)

Figure 2.2: Partof DeterministicSolutionSpace

frameto be equallyimportant; thus, we can permutethe framesin ary way we would
like to. Secondlythe framesin thesetypesof streamshave relatvely comparablesizes.
For example,a sequencef MJPEGframesonly hasa changein size significantlywhen
the sceneswitches. So, no matterif it is us who sendthe framesby breakingthemup
into equalsize UDP pacletsor it is the transportlayer interface(TLI) which doesso, a
consecutre paclet lossimplies a proportionalconsecutie frameloss. Finally, to satisfy
our assumptiorthattwo consecutie lost windows areat leastm framesapart,closerlost
windows canbe combinedandconsidelto be alargerlostwindow.



Chapter3

BoundedNetwork Err or Case

In this chaptey we will discussthe casewherethe boundp of continuousnetwork loss
is known. For corveniencewe first statethe problemin purely mathematicatermsand
establisrsomenotationgo beusedthroughouthe proof.

We are given positive integersm and p. Let S,, denotesthe set of all permuta-
tions actingon [m| = {1,2,...m}. For ary permutationt € S,,, the setsW/ =
{mi, mix1, ... Miyp1}, 1 < 4 < m arecalledthe sliding windowsof sizep (of ), where
theindicesarecalculatednodulom, thenplus1. Thus,whenl <i <m —p+ 1, W =
{7TZ', g1y 7Ti+p_1}, andwhenm—p+1 <1 < m, I/Viﬁ = {ﬂ'i, ey s Ty e e 57Ti+p—m—1}

For ary pair of integersk and/ suchthatl < k < [ < m, let [k, [] denoteghe set
{k,k+1,...1}. Let{cT}7* bethesequencef integersdefinedasfollows.

max{|[k, ]|, [k,1] C W[} if1<i<m-—p+1
« ) max{|[k,m]| + |[1,1]], fm—p+l<i<m
“ = [k,m] C {ms,...Tm},

[17 l] g {71-1; s 7Tp+i—m—1}}
Let C™ = max{c]|1 < i < m}. Thenk, is definedto be

ko = min{C"™, 7 € Sp,}

Ourobjectveisto find k£, asafunctionof m andp. Moreover, we alsowish to specify
apermutationr sothatC™ = k.

Informally, whenl < i < m—p+1, ¢] isthemaximumnumberof consecutieintegers
in W. Whileif m —p+1 < i < m, ¢ isthesumof two quantitiest andy, wherez
is the length of the longestconsecutie integer sequencen {r;, ..., m,} which endsin
m, andy is thelengthof the longestconsecutie integersequenceén {7, ..., Titrp—m—1}
which startsat 1. The reasonfor this is that supposewne apply our permutationto two
adjacentuffersof sizem, we would like our permutatiorto alsodealwith thecasewhere
thenetwork lossburstoccursacrosghesetwo buffers.

Thevalueof k, andpermutationt dependsightly on the relationshipbetweerp and
m. Section3.1presentshe casewherep < 7, in which we have morefreedomto choose
our permutation.Section3.2 discusseshe casewhere? < p < m. Lastly, section3.3
summarizesurwork ontheboundecerrorcaseby atheoremandanalgorithmwhichgives
usagoodpermutatiorgivenm andp.



Remark 1 If pis knownandm is fixed,thenk, = 0 whenp = 0 andky, = m whenp > m.

Throughouthis chapterwe assumen andp weregiven,unlessspecifiedotherwise.

3.1 Simplecase

Lemmal If 0 < p < % thenk, =1

Proof : Sincep > 0, we have ky > 1. So,to prove ky = 1 it is sufiicient to specify
apermutationt on S = {1,2,3,...m} sothatC™ = 1. To avoid possibleconfusion,we
wouldliketo pointoutthatfor ary = € S,,, 7(i) specifieghepositionof i in the permuted
sequenceavheres is sentto, while 7; is the numberat position: in oneline notationof .
Forexample,if r =413625thenm, =4, 7, =1, butw(1) =2 andn(2) = 5.

We considertwo casesaseddn the parity of m asfollows.

e Casel: misodd
Letm = 2m' + 1, p’ = min{j,j > p A ged(m, j) = 1}. Sincep < %, we have
p < m'. Moreover, ged(m,m') = 1, hencep’ < m/ < %. We now constructa
permutationr suchthatC™ = 1. Let 7 bedefinedasfollows.

(1) =((—1).p modm)+1,1<i<m (3.1)

We first needto prove thatr is indeeda permutation.As ged(m, p') = 1, p' gener
atesthe groupZ,, of integersmodulom ( Z,, = {0,1,...m — 1} ). Thusthe sets
{0,1,...m—1} and{0, p’, 2p' mod m, ... (m—1)p’ mod m} areidentical.So(3.1)
definesavalid 7 € S,,.

Secondlywe needshav thatC™ = 1. Let 7 = m, 79, ... 7, iNn oneline notation.If
C™ > 2 thenthereexists: andj, 1 < ¢ < j < m suchthateither |7; — 7;| = 1 and
bothr; andr; belongto thesameslidingwindow W) forsomel <k <m —p+1
or {m;, 7;} = {1, m} andboth; and~; belongto the samesliding window W for
somem —p+1<k<m.

Notethatby definitionof 7, we havei = ((m; — 1).p’ mod m) + 1 andj = ((m; —
1).p' mod m) + 1, thus,

j—i=(m; —m).p' mod m (3.2)

— If |m; — m;| = 1 andbothr; and~; belongto thesamelV[ for somel < k <
m—p+1, thenwemusthave j —i < p. Moreover, |r; — ;| = 1 and(3.2)imply
j—iiseitherp’ orm—p'. Asstatedearliefp < p’ < m/2,som—p" > p' > p,
makingj — ¢ < p impossible.
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— Otherwise supposg{r;, 7;} = {1, m} andbothz; andw; belongto the same
slidingwindow W/ for somem — p + 1 < k < m. Noticethatwe musthave
m — j + i < p for bothm; and; to bein W. Moreover, {m;, 7;} = {1, m}
and(3.2)imply thatj — 7 is eitherp’ orm — p'. Som — j +i € {p’,m — p'},
andsimilarto the previouscasethismakesm — j + i < p impossible

In sum,we have just shovn thatc] = 1,V1 < i < m, soC™ = 1. Noticethatthe
choiceof p’ couldhave beenary integerbetweerp andm/2, aslongasged(m, p') =
1. In particular p’ = m' clearly works. However, we have chosenp' to be the
minimumof thesebecauseave would lik e the permutedsequenceo be spreadedut
in a“bettermanner”. To illustratethis, considerthe casewherem = 17 andp = 5.
Our choiceof p' is 5 in this casethusin two line notationwe have

9
16 6

12 3 4 5 6 7 8
N 29 13 3 10 17 7 14 4 11

10 11 12 13 14 15 16 17)

While if we choosey’ = m' = 8, the permutatiorbecomes

(1 2 3 4 5 678
T™=1116 14 12 10 8 6 4

9 10 11 12 13 14 15 16 17
2 17 15 13 11 9 7 5 3

Althoughthis permutatiordoessatisfyC™ = 1, it hasthealternatve numberdeing
too closeto eachother thuswe might endup in a situationwherewe lose every
otherframefor awhile andthenachunkof successfullyarrivedframes.This clearly
createsworse affect perceptuallyon the media streamcomparingto the previous
choiceof p'.

Case2: miseven

If {j,p §.j < FA gc.d(m,j) = 1} #  thenwe canjust useexactly the same
permutatioraswhenm is odd.

If the setis empty letm = 2p’ > 2p, sop’ > p. As theprevious case we seeka
permutationr sothatC™ = 1. Let = bedefinedasfollows.

7(7) = p'.(4 mod 2) + [%-‘ ,1<i<m (3.3)

If i is even,thenr (i) = £, namelyall theevennumberswill beplacedfrom thefirst
" th e : - . T
positionto the (%) positionin increasingrder Wheni is odd, 7 (i) = p’ + =, so
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all the oddnumberswill be placedfrom the (2 + 1) positionto them' position.
It is clearfrom theabove obsenationthatr is a properpermutatioron S.

We areleft to prove thatC™ = 1. Write 7 = (7, ma, ... m,) In oneline notation.
Firstly, noticethatforarny 1 < i < 5 < m, we have

3

i = p’.(’ﬂ'i mod2)+[

|

2
j = p'.(mj mod2)+ [%-‘
So,
j—i=p".((m; — m;) mod 2) + [%w — [%w (3.4)

Similarto casel, if C™ > 2 thenwe considertwo subcases

— If |m; — mj| = 1 andbothx; and~; belongto thesamelV for somel < k£ <
m — p + 1 thenwe musthave j — i < p. Moreover, since|r; — ;| = 1 and
J > 1, it mustbethe casethatr; is oddandr; is even. Combiningwith (3.4),
we have

. . T4 T
J—@=p'+[5ﬂ — [—ﬂ >p' >p

Thismakesj — 7 < p impossible.

— Otherwisejf {m;, 7;} = {1, m} andboth; and~; belongto thesamelV;" for
somem —p+1 < k < m, thenwemusthavem — j 414 < p for bothz; andr;
to bein W[. By (3.3),7(1) = p' + 1 andw(m) = p/, soit mustbethe casethat
j=p +1landi=p. Thus,m —j+i=m— 1> p" > p, contradiction O

Example: Letm = 16 andp = 8, then

7r:(24681012141613579111315)
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3.2 Morecomplicatedcase

Lemmaz2 If 7 < p < mthenk, = [ p-HJ +1

Proof: In orderto provethatk, = [m_LpHJ + 1, we will first provethat

ko > {LJ +1 (3.5)

thenspecifya permutationr sothatC™ = [m p+1J + 1.

Let o = (01,09,...04) be ary permutationon S = {1,2,...m}. LetY =
Y1, Y2, - - - Ym—p DEthesequencebtainedrom sortingo, o9, . . . 0, IN INCreasingorder
Intuitively, Y is thecomplemenof Wy, _ ., with respecto S.

Now, for corviniencelet o = 0 andym ppp=m+1 LetS, ={z:y_1 <z <
yi,x € S}, wherel <i<m—p+ 1. S;issimplythesetof numberdetweeny; ; andy;
inS.

Y=0123 ... » Yo en Yi oo o, Ymepo--mm+1=yp ;0
S1 So Si Smfp Sm7p+1
It is clearthat
m—p+1
Z ‘Sz| =D
=1
SinceS; WS W... WS, 11 =Wy _ ., whered denotedlisjointunion, it mustbe
thecasethatcy, ., > |S;|, Vi e {1,2...,m —p—+ 1}. Thus,we have
m—p+1 m—p+1
b= Z ‘SZ‘ S z C:n—p—kl = (m —p+ 1)'an—p+1
=1 =1
Thisimplies

p
C’O'>Cm p+1 > ’Vm-‘

thisinequalityholdsfor all o € S,,,’s, consequently
p
ko> | ——— 3.6
0= {m —p+ 1-‘ (3.6)

Inequality(3.6) is not astight as(3.5). To prove that(3.5) holds,we needto consider
two cases.
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ag ag
S— Wi W
0_1,0—2,...0_7”,1) O_m,p_f_]_,...o_p 0p+1,...0m
We S — W7

Table 3.1: Pictorialillustrationof Wy, W7 .,

S—W7andS —-WwW¢

m—p+1

Casegi): (m—p+1) f/p.Inthiscase,

-| +1,50(3.6)implies(3.5).

m—z;)—l—l-' = |-m—1;1+

Casq(ii) : (m—p+1)|p. Inthiscaselety = |

m—1;+1] = Lm—I;J—HJ'

Supposek, = y andlet o = oy,09,...0, be a particularpermutationon S so
thatC? = y. Fromthe definitionof C?, forany 1 < i < m — p + 1, we must
have ¢/ < y. Considertwo specialsliding windowvs WY = {oy,09,...0,} and

W i1 =1{0m p+1,Om pio, - - - O ). Table3.1illustratesthe situation.

We have 2p > m, sop > m — p. Hence thereis no overlappingbetweenS — WY
andS — Wg_ .. Fromthe previousanalysis,k, = y holdsif andonly if [S;| =
ko,Vi € {1,2,...,m — p+ 1}. Soit mustbethe casethat

yi=1i.(ko+1),Vi=1,2,...m—p (3.7)

becauséf 31, |S;| < ko, then

SIS + (m —p)

(m —p+1).ko + (m — p)
(m—p+1).25+ (m—p)
m, contradiction!

Al

Thepreviousanalysisvasdonebasedon thewindow Wy, ., containingthelastp
elementof 0. Sowe have {y1, 2, - - - - Ym p} = S — W,_,,,. Noticethatexactly
thesameresultholdsif we dotheanalysiswith respecto W/, in which casethey;’s

arealsodeterminedy (3.7). So,we have thefollowing :

{1(k0 + 1)72(k0 + 1)a < -a(m —p)(ko + 1)} =5- Wrtrrzprrl =5- Wla

Thisis impossiblesince(S — W7) and(S — W2

m—p+1

) aredisjoint. Consequently
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Finally, to show thatky, = [
suchthatC™ = | —2 | +1.

m+p+1J + 1, it is sufficientto specifya permutationr on S

p+1
Beforespecifyingr, we needto obsere somefacts.Letg = m — p, r = L}%J and
[%J , thenq > 1 because = m — p > 0. Moreover, sincep > m — p = ¢, we have

t =
p > g+ 1. Thusr > 1 andwe canwrite p as:
p= (¢+r+7, 0<7r" <gq

In additionm =p+q¢=(¢+1)r+7r'+q>qr+q+r >r+2,s0t > 1andwecan
write m as:

m= (r+2)t+t, 0<t'!<r+1
Now, we specifyr in oneline notationby considering? casesasfollows.

Caseg(i): t'=r+1.

We have
m = p+q
= (r+2)t+(+1) = (g+1)r+1r"+¢q
= (¢g-1D.(r+2)+r+r'—qg+r+2
= r+2)t+(r+1) = (¢=D.(r+2)+ (" —q) +2r+2
= r+2)t = (¢g=D.(r+2)+ (" —¢)+r+1

Moreover, sincer’ < ¢, we get

(r+2)t < (¢—-1).(r+2)+r+1
1
= t < (g-1)+525
t andg arenaturalnumbersso
t<qg-—1 (3.8)

We arereadyto describeour7 now. Noticethatwewouldlike C™ to ber +1, making
ko = r + 1 asdesired Firstwe define2 specialarraysA = {q;}}™* andB = {b;}{**
asfollows.

a; = 14+3G—-1).(r+2), 1<i<t+1
by = (r+1)+(@—-1).(r+2), 1<i<t+1

It is obviousthatl < a; < m and1 < b; < m, thusA and B aresubsequenceasf
S. LetC = {¢ ’1“’2'(”1) be theincreasingsequenc®f numberdn S but notin A
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and B. Noticethatif we write numbersl, 2, ...m in increasingorder we have the
following picture:

bl b2 bt—|—1
1 . r+1 . r4+3 . 2r+3 .. 2r+5 .. 1+t(r+2) . m
ai a9 as ai41

andtherestof the numbergqthe dotsin the picture)contritute sequence’. Finally,
hereis our 7 in oneline notation:

™= (g't+1’ Aty - - - 0,11, C’mfZ.(t-}-l)a ........... ,C1 ?H_]_, bt7 e bll)

A C=S—A-B B

~~

To provethatthisis avalid permutationit sufficesto obserethatthesequencega; }
and{b;} dontintersectsinces; =1 (mod r+2),whileb; =r+1 (mod r+2).

We are left to prove thatfor every1 < k£ < m, W™ doesnt containmore than
r + 1 consecutiventegers,whereasusual,whenm — p + 1 < k£ < m weinterprete
consecutivenesslittle differently

NoticethatVi € {1,...,t}, thenumbersof integersbetweeru; anda;; exclusively
is r + 1, which we shall call theinternal distancebetweer; anda;,;. Similarly,
theinternaldistancebetweerb; andb; . ; is alsor + 1. Now, considetthefirst sliding
window WT of sizep of 7 :

m—(t+1) numbers

A

T = 0t41,0Qty« - - A1, Cp—2.(441) 5+ = =+ = + yo .- 5C1, bt+1a bt, e b1

~~

wr—

Thiswindow cannotcontainary b;’'s,sincefrom (3.8)wehave |WT| =p=m—q <

m — (t + 1). As we have noticedearlier the internaldistancebetweer; andb;

isr+1foralli € {1,2,...t}, thusit is easyto seethatcT < r + 1. We will

prove thatthis propertyholdsfor all sliding windows W, by inductionon k, where
1<k<m-—p+1,namelywk e {1,2,...m—p+1},cf <r+1.

e Basecase ¢ < r + 1 asdiscussed.
e Supposavehavecy <r+1forsomel <k <m-—p+1.

e Let'slook at Wy, ,. If W[, , doesnotcontainary elementof B thencj,; <
r + 1 holdstrivially. OtherwisesupposéV;’, ; doescontainsomesetof more
thanr +1 consecutieintegers.Let betheleastintegersuchthatb; € W[, ;. It
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is clearthatW,” doesnt containg;, becauséntuitively we have justmoved W/
onestepto theright of 7 andaddedb; into W, to obtainWV;", ;. Theonly way
for W[, | to containa setof morethanr + 1 consecutie integersis whenthis
setcontaing;, sinceby inductionhypothesisjust beforethis point, cf < r+1.
Additionally, sincethesizeof W[, | is p, it's easyto seethatif b, € W[, then
aj ¢ Wi, Vi > .

However, if b; is containedin someset X of morethanr + 1 consecutie
integers,then X hasto eithercontaing; or a;; because; < b; < a;,1 andthe
internaldistanceébetweeru; anda; ;1 is + 1. Contradiction

SoW/[,, doesnot containary setof morethanr + 1 consecutie integers.In
otherwords,c;,, <r +1.0

We alsohave to show that

g <r+1,whenm—p+1<k<m (3.9)

e If r =1,thenm = 3t +2; thus,2(t+1) = m—1t¢ > p+ 1. Consequentlynone
of WJi,m —p+ 1 < k < m containdbotha; = 1 andb;; = m. (3.9)follows
trivially.

o If r > 1, thenc, = 2 andcy,—o41) = m — 1. Moreover, clearly ¢y, o411y ¢
{7k, ... T} ande; ¢ {m,... Tp1k—m—1} Wheneerm—p+1 < k < m. Thus,
for thesevaluesof £, ¢} is atmost2, whichis at mostr + 1, which completes
our proof. O

Example: Letm = 17, p = 9. Thus,ky = [m_LpHJ +1 = [ﬁj +1=2.
r=1andl7 = 3.5+ 2,s0t' =2 =r + 1 in thiscase.Thesequences andB are
asfollows. A = 1,4,7,10,13,16. B = 2,5,8,11,14,17. And lastly, applyingour
schemeaivesuspermutation

7r:(1613107411512963171411852)

Casgli) : 0<t' <r+1.
We have

m = p+gq
= (r+2).t+t (g+1)r+71"+¢q
= q(r+2)+r+1r—gq
= (r+2)t = q(r+2)+ " —q)+r—1t
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Moreover, sincer’ < ¢, we get

(r+2)t < qr+2)+r—1t
r—t'
= t < q+ r+2
t andq arenaturalnumbersso
t<gq (3.10)

Similar to the case(i), we define2 specialarraysA = {a;}t and B = {b;}! as
follows.

a; = t'+14+3G—-1).(r+2) 1<i<t

by = i.(r+2) 1<i<t

It is obviousthatl < a; < m and1 < b; < m, thusA and B aresubsequenceasf
S. An B =  since(r + 2) dividesa; anddoesnot divide b; for all s andj. Let
C = {c;}7" * betheincreasingsequencef numbersn S but notin A andB. If we
write numbersl, 2, .. . m in increasingorder this time we have thefollowing picture

bl bt
1 . ¢+1 .. r+2 ... t’+1+(t—1)(r—|—2) . t(r+2) ... m
a Gy

andtherestof thenumbergthedotsin the picture)contribute sequencé€’. 7 in one
line notationis asfollows.

™ = (gt,at_l,...all,\cm_gt, ........... ’Cll?t’bt_l""bll)

A C=S—A-B B

The proof goesalmostthe sameasin case(i). Dueto ¢t < ¢, W doesnot contain
ary of the b;’s. Straightforvard inductionshowvs thatwhenl < £ < m —p+1,
noneof W, containmorethanr + 1 consecutie integers.Onthe otherhand,when
m—p+ 1< k <m,wealwayshave

1 §é {7T17 SRR 7rp+lc—m—1} andcm—?t ¢ {7Tk7 .- 77rm}

If ' =0, thenc; =2andcy,—ot =m —1,80c¢f <2<r+1.Ift' >0,thenc; =1
andc,,—ot = m, socy = 0. O

Forexampleletm = 17,p = 12. kg = [m_Lth-l = [#J—H =3.r=2and
17=4.4+1,s0t' =1 < r+ 1inthiscase.Thesequenced andB areasfollows.

A =4,8,12,16. B = 2,6, 10, 14. Applying our schemeagivesus permutation

S’ '=(1612841715131197531141062)
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3.3 Summary and Benefitsof the BoundedErr or Case
Thefollowing theoremsummarize®urwork onthedeterministiccases.

Theorem 1 If p andm are bothdeterminedthen
e ko = 0whenp = 0andky, = m whenp > m

o ky= + 1when0 < p <m.
[7]

p
m—p+1

Proof: sinceif 0 <p < % then[m_”+1 = 0, thisis immediatefrom the preceding
lemmasandremark. Also notethatif the desiredk, is given,theseformulasallow usto
find the minimumbuffer sizem, to achieve k.

Algorithm calculate Permutation(m, p) is a permutationgeneratomwhich generates

permutationr with C™ = k, oninputm andp. Noticethatit takesonly lineartime.

calculateRermutation(m, p) if * =r+1then
if p <0orp>mthen fori < 1tot+1do
outputtheidentity permutation a; 14 (i —1).(r +2)
endif bi—(r+1)+(@—1).(r+2)
if p < % then endfor
M« {j, p<j < G Aged(m, j) =1} C«A{1,2,...m} — {a;} — {bi}
if M # () then C is extractedin increasingorder
p < min{yj, j € M} fori«+ 1tot+1do
for i < 1tom do (o) < 1
(1) < ((1 — 1)p' mod m) + 1 end for
endfor fori«t+2tom— (¢t +1)do
else T(Cm—i_t) < @
** M = (), m mustbeeven** endfor
p="2 for i < m — ttom do
fori «+ 1tomdo T(bp_iy1) < @
7(i)  p'.(i mod 2) + [%-‘ end for
endfor else
end if e < <
else fori«+ 1totdo
g—m-—p a; 1t +1+0G—1).(r+2)
re |2 b i.(r +2)
‘e [ﬂJ endfor
r+2 C + {1,2,m}—{az}—{bz}

t' + m mod (r + 2)
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C is extractedin increasingprder endfor
fori« 1totdo fori< m—t+1tomdo
7r(at+1_i) —1 T(bm—i—kl) — 1
endfor endfor
fori<t+1tom—tdo endif
7T(Cm_,'_t_|_1) — 1 end if

Benefitsof solving the boundederror case

Theassumptiorthatp is known canbe ervisionedin future networkswheresomesort
of QoSguaranteeareprovided,suchasATM, Internet2etc.. More importantly it gives
usarigid backgroundo solve theunboundecrrorcase.



Chapted

UnboundedNetwork Err or Case

4.1 Feedbackbasedpermutation adjustment protocol

Our protocolis asimplefeedbackasedorotocol. SomeCM systemsiseTCP/IPfor com-
munication[HK92]. Butit hasbeenshovnin [Smi94 thatCM applicationdasedbn TCP
are unstablewhenthe real time bandwidthrequirementgall belov available bandwidth.
Thusin this protocol, we usethe UDP communicatiormodel(like [Smi, SRY93]). We
dynamicallyusethe solution provided in the deterministiccasesasa mechanisnfor the
non-deterministiccenariqoresentedhere. We assumehatm, thebuffer size,is known in

advanceby bothclientandsener. This canalsobe partof ainitial negotiation.

At the sener side,a buffer of sizem is kept. Sener permutedrames(actuallyframe
indices)baseddn currentsetof parametergheninitiatestransmissiorof theframesin the
buffer. Sener changeshe permutatiorschemebasedon client’s feedback.The permuta-
tion schemechange®nly atthe startof the next buffer of frames.

At theclientside,theclientwaitsfor aperiodof m/ frameRate ( time neededor the
client’s buffer to befilled up) andcalculatesonsecutie network lossfor this buffer win-
dow. Theclientkeepstrack of the previouswindow’s estimatechetwork consecutie loss
andsendsdts next estimatiorbackto thesener. It senddeedbackACK) in aUDP paclet.
Notethat ACK pacletis alsogivena sequenc@umberso thatout of orderACK paclets
will beignored. The sener makesdecisionbasedon the maximumsequenc&umbered
ACK.

Givenabuffer of sizem, initially thesenerassumesheaveragecasewherep = [%J
Denotep; asthe actualconsecutie network loss, and p; asthe estimatednetwork loss
in the 7** window. We useexponentialaveragingto estimatenext loss. Supposewe are
currentlyatthen®® window, p?, is determinecy

Dy = [a.pn +(1 - oz).p;fl-l

In this experiment,we have pickeda = % This valueturnsout to work just fine, as
shavnin chapters. Whetheror notthereexistsanoptimalvaluefor « is subjectto further
investigation Basically « measurefiow muchweightwe wouldlik e to give to thecurrent
network status.Thelargera is, thelessweightwe give to the history of network behaior.
p}, is roundedup becausave wantto assumeheworseerror.

20
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4.2 lllustration of the protocol

Figure4.lillustratean exampleof how client andsener interact. < j,m; > is thetime
wheresener sendghei®® frameof the j** buffer window. AC K; containingthe estimated
p; sentbackby theclient. By thetime senergetsAC Kj;, it couldbein the (£ — 1)% buffer
window. So,it usesACK; for the k™ buffer window. Lastly, ACK;_; is lost, sowe have
notusedit for transmissiorof any of the buffer window subsequently

Server Client

< j,m >
< j,m2 > AcKj_l(pJ'—1)
< j,m3 > X

\X

[T
< jymi > X Cycletime of
< JyTit1 >% m/ frameRate
<JyTm >
<j+1,m

L. oy

ACK;(p}

<j+1,7m 3(e)
<j+k,m usesp; for scrambling

Figure 4.1: A samplesession
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Experimental Evaluation

Thefollowing two sectiongresentshe evaluationof our schemen two scenariosin one
caseheprotocoldescribedn sectiord.1hasbeenmplementecndtestedoveralonghaul
network. In the secondcasewe usea datasetextractedfrom areal-timeapplicationsuch
asInternetPhoneandsimulateour protocol. We show the reductionin CLF in boththe
casesOurprotocolhassmoothedut CLF to bewithin therangeof perceptuallyacceptable
tolerance.Also, it adaptsquite well with abnormalityin network losspattern. Moreover,
almostall of CLF valuesarewithin therangeof perceptuatolerancgseesection2.1. Thus
thisapproacthof of usingEndUserQoSasadirectmeango controlMediaDelivery shavs
alot of promise.Thereareanumberof extensiondo the protocolwhich we have beenand
arecurrentlylookinginto. Thesearebriefly discussedh chapters;

5.1 VideoExperiment: Actual Media Delivery over a Long Haul Net-
work

We have conductedxperimentsof sendingtwo MJPEGvideoclips over LAN andWAN.

Due to limited space,only the result of WAN is shovn here. However, the beha-

ior of our protocolis the samein both cases. We transfereddatafrom a UltraSparcl

(rawana.cs.umn.edu) ComputerSciencadepartmentiJniversityof Minnesotato another
SunSpard¢lombok.cs.uwm.edun ComputerSciencedepartmentlUniversity of Wiscon-
sin, Milwaukee!. The experimentwasconductedat 9:45amwhennetwork traffic is ex-

pectedo beaverage Both clips have resolution512 x 384. Clip 1 framesizesvariesfrom

5276 to 36364 byteswith 9544 bytesasthe median,10845 bytesasthe meanand4450.7

is the standardvariation. Thesenumbersfor clip 2 respectiely are 5072, 34408, 10282,

10916 and 3642.8. Clip 1 contains2607 framesandclip 2 contains1736 frames. Our
buffer window is of size50. Threetimes*“traceroute™ told usthatthe pacletstypically go
throughl4 hopsin betweenA sampletraceroutesessiornis asfollows.

! Thanksto Mr. ThanhC. Nguyenat the Departmenbf ComputerScience University of Wisconsin Mil-
waukeefor helpingusin conductinghis experiment

2 Thanksto Mr. LuanV. Nguyenby the time wasa systemstaf at the Departmenbf ComputerScience,
Universityof Minnesotafor providing uswith thistracerouteesult

22
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eecsci x. router.um. edu (160.94.148.254) 2 m 1 ns 1 ns
tc8x.router.um. edu (128.101.192.254) 23 ns 4 nms 3 ns
tcOx.router.um. edu (128.101.120.254) 6 ns 1 ns 1 s

t3-gw. mxnet.net (198.174.96.5) 1 m 1 nms 1 ns

bor der 5- hssi 1- 0. Chi cago. cw. net (204.70.186.5) 11 nms 11 ms 29 ns
core2-fddi-0.Chicago. cw. net (204.70.185.49) 11 ns 11 nms 11 ns
core2-hssi-3. WI|owSprings.cw. net (204.70.1.225) 13 ns 13 nms 15 ns
core3. W| | owSprings.cw net (204.70.4.25) 310 ns 52 ns 123 ns

* aneritech-nap. Wl | owSprings.cw. net (204.70.1.198) 245 ns 35 ns

10 aads.nap.net (198.32.130.39) 18 nms 18 ms 21 n®

11 r-nilwaukee- hub-a9-0-21. w scnet.net (207.112.247.5) 25 nms 22 ms 27 ns
12 205.213.126.39 (205.213.126.39) 19 ms 20 ms 23 ns

13 mller.cs.ummedu (129.89.139.22) 24 ns 25 ms 21 ns

14 | onbok. cs.uwm edu (129.89.142.52) 24 ns * 25 n®

©CONOUAWNER

Figure5.1shavstheresult. As canbeseerfrom thefigure,our scheméasdonequite
well smoothingnetwork consecutie lossesin afew caseour CLF is 1 higher(clip 2) but
thatwasdueto rapidchangesn network lossbehaior andit is expected Most of thetime
CLF is well below andalsowithin tolerableperceptualimits (seesection2.1).

Consecutive Loss Pattern for MJPEG clip 1 Consecutive Loss Pattern for MJPEG clip 2
T T T T

4 Ve Ve ¢
Actual N/W Losses
Scrambled Version

o Actual N/W Losses
* Scrambled Version

Consecutive Loss Factor (CLF)
Consecutive Loss Factor (CLF)

I .
60 15 20
Buffer Window Number Buffer Window Number

35

Figure 5.1: Performancef our protocolwhentransmittingvideooverlong haulnetwork

5.2 Simulation: Using data from a real time application lik e Inter net
Phone

The data® wascollectedfor an Internet\oice or Voice on Networks(VON) application.
The sener is vermouth.eemanitoba.cgCanada)and the Client is rawana.cs.umn.edu
(MinnesotaUSA) vermouthandrawanais a SUN UltraSparcl, runningSolarisV2.6 and
V2.5respectrely. Eachhostis ona10MbpsEtherne{LAN). Thetransmissions overthe

3 Thanksto Mr. Difu Su,ComputerScienceDepartmentUniversityof Minnesotafor providing uswith the
dataset
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Internetandthe datasetwascollectedon a Saturdayfrom 10 amto 2 pm. Thetwo files
presentedhereareof voice pacletsof sizes160and480bytes.As canbe seenfrom figure
5.2 the actualCLF’s of network lossesarevarying while the CLF basedon our protocol
alwayshaslower CLF (in thiscaseCLF=1,implying no consecutie losses).

C cutive Loss Pattern for Packet Size of 160 byte:
onsecul \‘ve S em ‘or g O‘ vies Consecutive Loss Pattern for Packet Size of 480 bytes

T
o Actual N/W Losses
* Scrambled Version

o Actual N/W Losses
18- * Scrambled Version

[
IS
T

I
N
T

Consecutive Loss Factor (CLF)
Consecutive Loss Factor (CLF)
-
T

0.8
0.6
0.4r-
02
0 10 20 30 40 50 60 0 2 4 8 14
Buffer Window Number Buffer Window Number

Figure 5.2: Performancef our protocolfor areal-timeapplicationsuchasinternetPhone



Chapter6

Conclusions

In thisreportwe have addressethe problemof handlingburstylossesn continuousnedia
transmission.We formulatedthe problemin termsof a numberof parametersncluding
userQoSrequirementssendemresourceavailability, and network loss behaior. We in-
troducedthe ideaof error spreading which takesspotsof concentratedbursty lossesand
spreadst evenly over the entire stream. This makesthe streammore acceptabldrom a
perceptualiewpoint[WSNF97]. Our experimentsover the Internetshav thatthe scheme
is quite effective.

Our ongoingwork is addressinga numberof issues. First, we want to develop an
analyticalformulationfor the unboundedetwork errorcase.Secondwe wantto develop
metricswhichhelpusto choosevhichpermutatiorto beusedvhenthefirstlevel parameter
(ko) is not enoughto breakthe tie. Finally, we want to extend this ideato groupsof
synchronizedtreams.

An extensionof this work hasalreadybeendoneandis presentedn Srivatsans Mas-
ter'sreport. In the report, he extendsthis ideato hanldestreamswith inter-framedepen-
deny suchas MPEG andshaws that error spreadingcould be usedin conjunctionwith
otherexisting protocolswithout changinghe underliningprotocol.

From a Combinatorialpoint of view, it would be interestingto answerthe following
question givenm andp, howmanyr € S, arethere sud thatC™ = k, ? Theanswero
this is probablynot so difficult to find, but it will be tediouswith variousboundarycases
involved.

25
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