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Abstract

The conventional principal component analysis (PCA) and Fisher linear discriminant analysis (FLD) are both based on
vectors. Rather, in this paper, a novel PCA technique directly based on original image matrices is developed for image feature
extraction. Experimental results on ORL face database show that the proposed IMPCA are more powerful and e:cient than
conventional PCA and FLD. ? 2002 Pattern Recognition Society. Published by Elsevier Science Ltd. All rights reserved.
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1. Introduction

The conventional principal component analysis (PCA)
and Fisher linear discriminant analysis (FLD) are both based
on vectors. That is to say, if we use them to deal with the im-
age recognition problem, the <rst step is to transform origi-
nal image matrices into same dimensional vectors, and then
rely on these vectors to evaluate the covariance matrix and to
determine the projector. Two typical examples, the famous
Eigenfaces [1] and Fisherfaces [2] both follow this strategy.
The drawback of this strategy is obvious. For instance, con-
sidering an image of 100 × 100 resolution, its correspond-
ing vector is 10 000-dimensional. To perform PCA or FLD
on basis of such high-dimensional image vectors is a very
time-consuming process.

In this paper, a straightforward image projection tech-
nique, termed image principal component analysis (IM-
PCA), is proposed to overcome the weakness of the conven-
tional PCA as applied in image recognition. Our main idea
is to construct the image total covariance matrix directly
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based on original image matrices, and then to utilize it as a
generation matrix to perform principal component analysis.
Since the scale of image total covariance matrix of IMPCA
is generally much smaller than that of PCA, much compu-
tational time will be saved. We will outspread our idea in
the following section.

2. Image principal component analysis (IMPCA)

2.1. Idea and fundamentals

Let X denote an n-dimensional column vector, our idea
is to project the image A, an m × n matrix, onto X by the
following linear transformation [3]

Y = AX: (1)

Thus, we get an m-dimensional projected vector Y , which
is called projected feature vector of image A. How to deter-
mine a good projection vector X ? In fact, the total scatter
of the projected samples can be introduced to measure the
discriminatory power of the projection vector X . From this
point of view, we can adopt the following criterion

Jp(X ) = tr(TSx); (2)
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where, TSx denotes the total covariance matrix of projected
feature vectors of training images, and tr(TSx) denotes the
trace of TSx. Now, the problem is how to evaluate the co-
variance matrix TSx.

Suppose there are L known pattern classes, andM denotes
the total number of samples of all classes. The jth training
image is denoted by an m × n matrix Aj (j = 1; 2; : : : ; M),
and the mean image of all training sample is denoted by KA.

After the projection of training image onto X , we get the
projected feature vector

Yj = AjX; j = 1; 2; : : : ; M: (3)

Suppose the mean vector of all projected feature vectors is
denoted by KY , it is easy to get KY = KAX . Then, TSx can be
evaluated by

TSx =
1
M

M∑
j=1

(Yj − KY )(Yj − KY )T

=
1
M

M∑
j=1

[(Aj − KA)X ][(Aj − KA)X ]T: (4)

So

tr(TSx) = X T

(
1
M

M∑
j=1

(Aj − KA)T(Aj − KA)

)
X: (5)

Now, let us de<ne the matrix below

Gt =
1
M

M∑
j=1

(Aj − KA)T(Aj − KA): (6)

The matrix Gt is called image total covariance (scatter)
matrix. And, it is easy to verify that Gt is an n× n nonneg-
ative de<nite matrix by its de<nition.

Accordingly, the criterion in Eq. (2) can be expressed in
this form

Jp(X ) = X TGtX: (7)

2.2. Image principal component analysis

The criterion in Eq. (7) is called generalized total scatter
criterion. In fact, in the special case of image matrix being
row vectors, it is not hard to prove that the criterion is the
common total scatter criterion. The vector X maximizing the
criterion is called the optimal projection axe, and its physical
meaning is obvious, i.e., after projection of image matrix
onto X , the total scatter of projected samples is maximized.

It is evident that the optimal projection axe is the eigen-
vector corresponding to the maximal eigenvalue of Gt . Gen-
erally, in many cases, one optimal projection axe is not
enough, we usually select a set of projection axes subject
to the orthonormal constraints and maximizing the criterion
in Eq. (7). In fact, the optimal projection axes X1; : : : ; Xd of
IMPCA can be selected as the orthonormal eigenvectors of
Gt associated with the <rst d largest eigenvalues.

Fig. 1. Five images of one person in ORL face database.

2.3. Feature extraction method

The obtained optimal projection vectors X1; : : : ; Xd of IM-
PCA are used for feature extraction. Let

Yk = AXk ; k = 1; 2; : : : ; d: (8)

Then, we get a family of image projected feature vectors
Y1; : : : ; Yd, which are used to form an N = md dimensional
resulting projected feature vector of image A as follows:

Y =




Y1

Y2

...

Yd




=




AX1

AX2

...

AXd



: (9)

3. Experimental results

The proposed method is tested on the ORL database that
contains a set of face images taken at the Olivetti Research
Laboratory in Cambridge, UK. There are 10 diOerent images
for 40 individuals. For some persons, the images were taken
at diOerent times. And the facial expression (open=closed
eyes, smiling=non-smiling) and facial details (glasses=no
glasses) are variable. The images were taken against a dark
homogeneous background and the persons are in upright,
frontal position with tolerance for some tilting and rotation
of up to 20◦. Moreover, there is some variation in scale of
up to about 10%. All images are grayscale and normalized
with a resolution of 92×112. The <ve images of one person
in ORL are shown in Fig. 1.

In this experiment, we use the <rst <ve images of each
person for training and the remaining <ve for testing. Thus
the total amount of training samples and testing samples are
both 200. The proposed IMPCA is used for feature extrac-
tion. Here, since the size of image total covariance matrix
Gt is 92 × 92, it is very easy to work out its eigenvectors.
And the number of selected eigenvectors (projection vec-
tors) varies from 1 to 10. Note that if the projection vector
number is k, the dimension of corresponding projected fea-
ture vector is 112×k. Finally, a minimum distance classi<er
and a nearest neighbor classi<er are, respectively, employed
to classify in the projected feature space. The recognition
rates are shown in Table 1. The Eigenfaces [1] and Fisher-
faces [2] are used for feature extraction as well, and their
optimal performance lies in Table 2. Moreover, the CPU
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Table 1
Recognition rates (%) based on IMPCA projected features as the number of projection vectors varying from 1 to 10

Projection 1 2 3 4 5 6 7 8 9 10
vector number

Minimum distance 73.0 83.0 86.5 88.5 88.5 88.5 90.0 90.5 91.0 91.0
Nearest neighbor 85.0 92.0 93.5 94.5 94.5 95.0 95.0 95.5 93.5 94.0

Table 2
Comparison of the maximal recognition rates using the three meth-
ods

Recognition rate Eigenfaces Fisherfaces IMPCA

Minimum distance 89.5% (46) 88.5% (39) 91.0%
Nearest neighbor 93.5% (37) 88.5% (39) 95.5%

Note: The value in parentheses denotes the number of axes as
the maximal recognition rate is achieved.

Table 3
The CPU time consumed for feature extraction and classi<cation
using the three methods

Time (s) Feature Classi<cation Total
extraction time time time

Eigenfaces (37) 371.79 5.16 376.95
Fisherfaces (39) 378.10 5.27 383.37
IMPCA (112 × 8) 27.14 25.04 52.18

time consumed for feature extraction and classi<cation using
the above methods under a nearest neighbor classi<er is
exhibited in Table 3.

Tables 1 and 2 indicate that our proposed IMPCA outper-
forms Eigenfaces and Fisherfaces. What’s more, in Table 3,
it is evident that the time consumed for feature extraction
using IMPCA is much less than that of the other two meth-
ods. So our methods are more preferable for image feature
extraction.
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