
IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 23, No.2, pp. 228-233, 2001PCA versus LDAAleix M. Mart��nez and Avinash C. KakRobot Vision LabSchool of Electrical and Computer EngineeringPurdue University, IN 47907-1285faleix, kakg@ecn.purdue.eduAbstractIn the context of the appearance-based paradigm for object recognition, it is generally believed that algorithmsbased on LDA (Linear Discriminant Analysis) are superior to those based on PCA (Principal Components Analy-sis). In this communication we show that this is not always the case. We present our case �rst by using intuitivelyplausible arguments and then by showing actual results on a face database. Our overall conclusion is that whenthe training dataset is small, PCA can outperform LDA, and also that PCA is less sensitive to di�erent trainingdatasets.Keywords: face recognition, pattern recognition, principal components analysis, linear discriminant anal-ysis, learning from undersampled distributions, small training datasets.1 IntroductionMany computer vision systems reported in the literature now employ the appearance-based paradigm forobject recognition. One primary advantage of appearance-based methods is that it is not necessary to createrepresentations or models for objects since, for a given object, its model is now implicitly de�ned by the selectionof the sample images of the object.When using appearance-based methods, we usually represent an image of size n �m pixels by a vector inan n �m dimensional space. In practice, however, these (n �m)-dimensional spaces are too large to allow robustand fast object recognition. A common way to attempt to resolve this problem is to use dimensionality reductiontechniques. Two of the most popular techniques for this purpose are: Principal Components Analysis (PCA) andLinear Discriminant Analysis (LDA, also known as Fisher Discriminant Analysis - FDA).PCA has been used in face recognition [16, 5, 18, 9, 7], handprint recognition [11], human-made objectrecognition [12], industrial robotics [13], and mobile robotics [19]. LDA has been used in face recognition [17, 1]and mobile robotics [19]. LDA has also been proposed for generic object recognition [17], but results using a largedatabase of objects have not been reported yet.Of late, there has been a tendency to prefer LDA over PCA because, as intuition would suggest, the formerdeals directly with discrimination between classes, whereas the latter deals with the data in its entirety for theprincipal components analysis without paying any particular attention to the underlying class structure. It is thistendency in the vision community that is subject to examination in this paper.1
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Figure 1: There are two di�erent classes embedded in two di�erent \Gaussian-like" distributions. However, only twosample per class are supplied to the learning procedure (PCA or LDA). The classi�cation result of the PCA procedure(using only the �rst eigenvector) is more desirable than the result of the LDA. DPCA and DLDA represent the decisionthresholds obtained by using nearest-neighbor classi�cation.In this paper we will show that the switch from PCA to LDA may not always be warranted and maysometimes lead to faulty system design, especially if the size of the learning database is small.1 Our claim carriesintuitive plausibility, as can be established with the help of Fig. 1. This �gure shows two learning instances,marked by circles and crosses, for each class whose underlying (but unknown) distribution is shown by the dottedcurve. Taking all of the data into account, PCA will compute a vector that has largest variance associated withit. This is shown by the vertical line labeled PCA. On the other hand, LDA will compute a vector which bestdiscriminates between the two classes. This vector is shown by the diagonal line labeled LDA. The decisionthresholds yielded by the nearest neighbor approach for the two cases are marked DPCA and DLDA. As can beseen by the manner in which the decision thresholds intersect the ellipses corresponding to the class distributions,PCA will yield superior results.Although examples such as the one depicted in Fig. 1 are quite convincing with regard to the claim thatLDA is not always be superior to PCA, we still bear the burden of establishing our claim with the help of actualdata. This we will do in the rest of this paper with the help of a face databases: the AR-face database (a publiclyavailable data-set).As additional evidence in support of our claim, we should also draw the attention of the reader to someof the results of the September 96 FERET competition [15]. In particular, we wish to point to the LDA resultsobtained by the University of Maryland [2] that compare unfavorably with respect to a standard PCA approachas described in [18]. A notable characteristic of the data used in such experiments was that only one or twolearning samples per class were given to the system.Of course, as one would expect, given large and representative learning datasets, LDA should outperformPCA. Simply to con�rm this intuitive conclusion, we will also show results on the AR-database of faces. Inthis database, the sample size per class for learning is larger than was the case for the FERET competition.2For example, the database we will use to show LDA outperforming PCA has images of 13 di�erent facial shotscorresponding to di�erent expressions or illumination conditions and/or occlusions for each subject.1This is not to cast any aspersions on the system design employed by the previously cited contributions. Our claim has validityonly when the size of the learning database is insu�ciently large or non-uniformly distributed.2Note that FERET deals with a very large number of classes, but the number of classes is not the issue in this paper. Our mainconcern here is with the problems caused by insu�cient data per class available for learning.2



(a) (b) (c)Figure 2: Localization and morphing: To morph an image, we must �rst localize the boundaries of the face, as shown bythe overlaid horizontal and vertical lines in the left image in (a). We must also locate basic features such as the nose, asshown by the overlaid line running through the nose in the same image in (a), and the eyes, as shown by the white dots inthe eyes in the right image in (a). Shown in (b) and (c) are two di�erent examples of morphed faces.2 Localization and Morphing of Face ImagesWe will be comparing PCA and LDA with regard to only the identi�cation of faces, independently of anylocalization and scale related issues. Therefore, we have manually carried out the localization step, followed by amorphing step so that each face occupies a �xed size array of pixels.Formally, let us consider the set of N sample images Iip�q (where p is the number of columns, q the numberof rows and i the image number, i.e. i = f1; :::; Ng).We �rst manually localize the left, the right, the top and the bottom limits of the face as well as the leftand the right eyes and the nose; as shown in Fig. 2(a). After localization, faces are morphed so as to �t a gridof size 85 by 60. Figs. 2(b) and (c) show the �nal results of morphing for two di�erent subjects. As shown, aftermorphing the eye centers, the medial line of the nose, and the arc where the lips join, etc., are at the same pixelcoordinates in all images. We will refer to these new images by Îin�m, where n and m are the dimensions of themorphed image.Each of these images can now be segmented by means of an oval-shaped mask centered at the middle ofthe morphed image rectangle. The pixels in the oval are vectorized into a t-dimensional vector xi (where tcorresponds to the number of pixels within the oval-shaped segment) by reading pixel values within the ovalsegment in a raster-scan manner. The vectors obtained in this manner from all N sample images will be denotedX = fx1; :::;xNg.3 The PCA SpaceGiven a t-dimensional vector representation of each face, the Principal Component Analysis (PCA) [4] can beused to �nd a subspace whose basis vectors correspond to the maximum-variance directions in the original space.LetW represent the linear transformation that maps the original t-dimensional space onto a f-dimensional featuresubspace where normally f � t. The new feature vectors yi 2 <f are de�ned by yi =WTxi; i = 1; : : : ; N . Thecolumns of W are the eigenvalues ei obtained by solving the eigenstructure decomposition �iei = Qei, whereQ = XXT is the covariance matrix, and �i the eigenvalue associated with the eigenvector ei. Before obtainingthe eigenvectors of Q: (i) the vectors are normalized such that kxik = 1 to make the system invariant to theintensity of the illumination source, and (ii) the average of all images is subtracted from all normalized vectorsto ensure that the eigenvector with the highest eigenvalue represents the dimension in the eigenspace in whichvariance of vectors is maximum in a correlation sense. The covariance matrix Q is normally too large for aneasy computation of the eigenvectors. Fortunately, several ways to get around this di�culty have been proposed[10, 16, 5, 12]. 3



Pentland et al. [14] have empirically shown that superior face recognition results are achieved when the �rstthree eigenvectors are not used (because the �rst three eigenvectors seem to represent changes in illumination).It has been recently shown that the elimination of more than 3 eigenvectors will, in general, worsen the results[8]. In this paper, we will also analyze how the elimination of these �rst three eigenvectors a�ects recognitionperformance.4 The LDA SpaceLinear Discriminant Analysis (LDA) [3, 4] searches for those vectors in the underlying space that bestdiscriminate among classes (rather than those that best describe the data). More formally, given a number ofindependent features relative to which the data is described, LDA creates a linear combination of these whichyields the largest mean di�erences between the desired classes. Mathematically speaking, for all the samples ofall classes we de�ne two measures: (i) one called within-class scatter matrix, as given bySw = cXj=1 NjXi=1(xji � �j)(xji � �j)Twhere xji is the ith sample of class j, �j is the mean of class j, c is the number of classes, and Nj the number ofsamples in class j; and (ii) the other is called between-class scatter matrixSb = cXj=1(�j � �)(�j � �)Twhere � represents the mean of all classes.The goal is to maximize the between-class measure while minimizing the within-class measure. One way todo this is to maximize the ratio detjSbjdetjSwj . The advantage of using this ratio is that it has been proven [3] that ifSw is a non-singular matrix then this ratio is maximized when the column vectors of the projection matrix,W,are the eigenvectors of S�1w Sb. It should be noted (and it is very easy to prove) that: (i) there are at most c � 1nonzero generalized eigenvectors, and so an upper bound on f is c� 1, and (ii) we require at least t+ c samplesto guarantee that Sw does not become singular (which is almost impossible in any realistic application). To solvethis, [17] and [1] propose the use of an intermediate space. In both cases, this intermediate space is chosen tobe the PCA space. Thus, the original t-dimensional space is projected onto an intermediate g-dimensional spaceusing PCA and then onto a �nal f-dimensional space using LDA.5 Experimental ResultsThe results to be presented in this section were obtained using the AR-face database [6].3 This databaseconsists of over 3200 color images of the frontal images of faces of 126 subjects. There are 26 di�erent images foreach subject. For each subject, these images were recorded in two di�erent sessions separated by two weeks, eachsession consisting of 13 images. For illustration, these images for one subject are shown in Fig. 3. All imageswere taken by the same camera under tightly controlled conditions of illumination and viewpoint. Each image inthe database consists of a 768� 576 array of pixels, and each pixel is represented by 24 bits of RGB color values.For the experiments reported in this section, 50 di�erent individuals (25 males and 25 females) were randomlyselected from this database. As stated earlier, images were morphed to the �nal 85� 60 pixel arrays, segmentedusing an oval-shaped mask, and converted to gray-level images by adding all three color channels, i.e. I =13 (R+G+ B).3The AR database of face images is publicly available from http://rvl1.ecn.purdue.edu/ARdatabase/ARdatabase.html4



(a) (b) (c) (d) (e) (f) (g)(h) (i) (j) (k) (l) (m)(n) (o) (p) (q) (r) (s) (t)(u) (v) (w) (x) (y) (z)Figure 3: Images of one subject in the AR face database. The images (a) through (m) were taken during one session andthe images (n) though (z) at a di�erent session.5.1 Small Training Data SetsAs discussed in the introduction, when a small (or non-representative) training data set is used, there is noguarantee that LDA will outperform PCA. In the introduction, this was justi�ed on purely intuitive grounds withthe help of Fig. 1. In this subsection, we study this e�ect on real data using the images of the AR face database.To simulate the e�ects of a small training data set, our results here use two images per person for trainingand �ve for testing. In this subsection, only the non-occluded images recorded during the �rst of the two sessionsare used. For example, for the subject shown in Fig. 3, only the images labeled (a) through (g) are used. Of theseven unoccluded images for each subject, there are obviously many di�erent ways { a total of 21 { of selectingtwo for training and �ve for testing. We will use all these 21 di�erent ways of separating the data into the trainingand the testing parts for the results reported here.To each of the 21 di�erent training and testing datasets created in the manner described above, we applied(i) PCA, (ii) PCA without the �rst three eigenvectors, and (iii) LDA. Testing was carried out by using thenearest-neighbor algorithm using the standard L2-norm for the Euclidean distance. The datasets were indexed1, 2, ......, 21, and the test results for the ith dataset were represented by Test#i. In Fig. 4 we have shown theresults for Test#4;Test#6, and Test#9. The horizontal coordinate in this �gure represents the parameter f .Recall from Section 3 that f is the dimensionality of the �nal subspace in which face identi�cation takes place.As was stated earlier, for LDA we also need to specify the value of the parameter g, which is the dimensionalityof the intermediate space described in Section 3. Obviously, the value chosen for g would strongly a�ect the facerecognition results. In order to make a fair comparison between PCA and LDA, for each value of f , we tried allpossible values of g from a low of 15 to its maximum possible value of 50. The LDA results shown in Fig. 4 foreach value of f are based on that value of g which yielded the best recognition rate.We chose Test#4;Test#6, and Test#9 for display in Figure 4 because each represents a di�erent type5



Method f = 1 f = 2 f = 3 f = 4 f = 5 f = 6 f = 7 f = 8 f = 9 f = 10PCA 6 9 13 9 9 9 7 4 4 3PCA w/o 3 4 1 0 0 0 0 0 0 0 0LDA 11 11 8 12 12 12 14 17 17 18Table 1: This table summarizes the results for all 21 ways of dividing the data into training and testing subsets. Forthe value of the dimensionality parameter f from 1 to 10. The top row shows the number of cases in which the basicPCA outperformed the other two algorithms, the middle row the number of cases in which the PCA without the �rst threeeigenvectors did the best, and last row the number of cases for which LDA did the best.of comparative performance from the three algorithms tested. The performance curves for Test#6 are typicalof the datasets for which PCA outperformed LDA. The performance curves for Test#4 are typical for thosedatasets for which PCA proved to be superior to LDA for some values of the dimensionality f and inferior forothers. Finally, the performance curves in Test#9 are typical for those datasets for which LDA outperformedPCA. That the same database should yield such di�erent results is not surprising at all. Going back to Fig. 1,it is not di�cult to visualize that if we altered the locations of the training samples shown there, we could getdecision thresholds that would show either LDA outperforming PCA, or neither LDA or PCA yielding a clearseparation between the underlying class distributions.In Fig. 4, we have focussed on only low-dimensional spaces because we want to make a comparison of themost discriminant features for the LDA case with the most descriptive (in the sense of packing the most \energy")features for the PCA case. However, there is still the matter of whether or not the same conclusions hold in high-dimensional spaces that one would need to use for achieving su�ciently high recognition rates demanded bypractical face recognition systems. Shown in Fig. 5 are results similar to those in Fig. 4 but when the number ofdimensions is large. The three test cases shown in Fig. 5 were chosen so that one re
ected PCA outperformingLDA (Test#2), the other LDA outperforming PCA (Test#4) , and third with neither conclusively outperformingthe other (Test#8), as the number of dimensions was increased. In case the reader is wondering as to why theLDA curves do not go beyond f = 40, this is dictated by the following two considerations:� The dimensionality of LDA is upper-bounded by c�1, where c is the number of classes, since that is the rankof the S�1w Sb matrix. Since we used 50 classes, this gives us an upper bound of 49 for the dimensionality ofthe LDA space.� The dimensionality of the underlying PCA space (from which the LDA space is carved out) cannot beallowed to exceed N � c where N is the total number of samples available. This is to prevent Sw frombecoming singular. Since we used 100 samples and since we have 50 classes, the dimensionality of theunderlying PCA space cannot be allowed to exceed 50.Since it makes no sense to extract a 49 dimensional LDA subspace out of a 50 dimensional PCA space, wearbitrarily hard-limited the dimensionality of the LDA space to 40.Table 1 summarizes the results for all 21 cases of training and testing datasets for the case of low-dimensionality. And, Table 2 does the same for the case of high-dimensionality. For each value of the di-mensionality parameter f , the top row shows the number of cases for which the basic PCA outperformed theother two algorithms, the middle row the number of cases for which PCA without the �rst three eigenvectors wasthe best, and the last row the number of cases for which LDA outperformed PCA.It is interesting to note from Table 1 that if we limit the dimensionality f of the �nal subspace to betweenroughly 1 and 6, PCA (including PCA without the �rst three eigenvectors) can be expected to outperform LDA6



Method f = 20 f = 30 f = 40PCA 3 2 2PCA w/o 3 0 0 0LDA 18 19 19Table 2: Same as in Table 1 but for high-dimensional spaces.almost just as frequently as the other way around. But, as established by the dataset for the Test#6 (resultsshown in Fig. 4), we can also expect PCA to outperform LDA regardless of the value of the dimensionalityparameter f . It would not be a stretch of the imagination to say that PCA outperforms LDA when it is moreimportant to somehow learn the general appearance of a face from all the training samples supplied than howto best discriminate between faces of di�erent subjects. For high-dimensional spaces, we can draw comparableconclusions, except that LDA has a greater chance of outperforming PCA for our data set. But note that thisconclusion applied only to the speci�c data set used by us for the experiments reported here. One may end upwith an entirely di�erent conclusion for a di�erent data set.Another observation we wish to make is that while the suppression of the �rst three eigenvectors improvesthe performance of PCA in the presence of illumination variations, the LDA transform will usually do evenbetter for small training datasets. This is the reason why the \PCA without the �rst three eigenvectors" wins soinfrequently.One last observation regarding small training datasets has to do with the relative behavior of PCA and LDAas the dimensionality parameter f becomes larger. The performance of both transforms gets better as the valueof f increases. What's di�erent between the two is that while the recognition rate with PCA saturates around28% to 53% for f = 10 and around 44% to 75% for f = 80 for all di�erent datasets, the performance of LDA canvary widely. For the experiments under discussion, the recognition rate obtained with LDA varied from a low of31% to a high of 68% for f = 10 and 41 to 82 for f = 40.5.2 Using Representative Samples Per ClassThe previous subsection showed unequivocally that when the number of training samples per class is small,it is possible for PCA to outperform LDA. In this subsection, we reinforce what our intuition would naturallysuggest: that when the number of learning samples is large and representative for each class, LDA will outperformPCA. The study in this subsection is carried out using all the 26 images for each subject in the AR database.That means that for a subject such as the one shown in Fig. 3, all the images labeled (a) through (z) are nowused. As mentioned earlier, the �rst thirteen of these, (a) through (m), were taken in one session; these areused for training now. And the last thirteen, (n) through (z), were taken in a second session; these are used fortesting.4As for the experiments described in the preceding subsection, for the LDA algorithm we chose that valuefor the dimensionality parameter g which gave us the best �nal classi�cation results for each value of f , thedimensionality of the �nal subspace in which classi�cation is carried out. (Recall that g is the intermediatesubspace needed in the implementation of LDA.) For each value of f , we tried all values of g from a low of 50 tothe maximum allowed value of 600. The best �nal results were usually obtained for small values of g. This can beexplained on the basis of the fact that the number of samples that a learning technique needs is proportional tothe dimensionality of the dataset. This implies that in order to obtain good results with LDA, the total number4In face recognition circles, this is referred to as the problem of recognizing \duplicates." A \duplicate" is an image of a face thatis taken at a di�erent time, weeks or even months later. Duplicate images for testing are taken under roughly the same illuminationconditions and with similar occlusions as in the original set. Facial expressions should also be nearly the same.7



Figure 4: Shown here are performance curves for three di�erent ways of dividing the data into a training set and a testingset.

Figure 5: Performance curves for the high-dimensional case.8



Figure 6: Results obtained for each of the three algorithms while using 50 individuals (classes).of samples should be much larger than t+ c, or, equivalently, much larger than the value of g. Fig. 6 shows theresults. As was expected, LDA outperforms PCA when a large and representative training dataset is used.6 ConclusionsAppearance-based methods are widely used in object recognition systems. Within this paradigm, PCA andLDA have been demonstrated to be useful for many applications such as face recognition. Although one mightthink that LDA should always outperform PCA (since it deals directly with class discrimination), empiricalevidence suggests otherwise. This paper discusses the reasons for this seemingly anomalous behavior.Our Fig. 1 illustrates how PCA might outperform LDA when the number of samples per class is smallor when the training data non-uniformly sample the underlying distribution. In many practical domains, andespecially in the domain of face recognition, one never knows in advance the underlying distributions for thedi�erent classes. So one could argue that in practice it would be di�cult to ascertain whether or not the availabletraining data is adequate for the job.The experiments we report validate our claim. Several of our experiments show the superiority of PCA overLDA, while others show the superiority of LDA over PCA. When PCA outperforms LDA, the number of trainingsamples per class is small, but not atypical of the data sizes used previously by some researchers.References[1] P.N. Belhumeour, J.P. Hespanha and D.J. Kriegman, \Eigenfaces vs. Fisherfaces: Recognition Using ClassSpeci�c Linear Projection," IEEE Transactions on Pattern Analysis and Machine Intelligence PAMI-19(7):711-720, 1997.[2] K. Etemad and R. Chellapa, \Discriminant analysis for recognition of human face images," Journal of Opticsof American A 14(8):1724-1733, 1997.[3] R.A. Fisher, \The Statistical Utilization of Multiple Measurements," Annals of Eugenics, 8:376-386, 1938.[4] K. Fukunaga, \Introduction to Statistical Pattern Recognition (second edition)," Academic Press, 1990.[5] M. Kirby and L. Sirovich, \Application of the Karhunen-Loeve Procedure for the Characterization of HumanFaces," IEEE Transactions on Pattern Analysis and Machine Intelligence PAMI-12(1):103-108, 1990.[6] A.M. Mart��nez and R. Benavente, \The AR-face database," CVC Technical Report # 24, June 1998.[7] A.M. Mart��nez, \Recognition of Partially Occluded and/or Imprecisely Localized Faces Using a ProbabilisticApproach," Proc. of Computer Vision and Pattern Recognition, Vol. 1, pp. 712-717, Hilton Head, June 2000.9
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