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Abstract—Despite the previous efforts of object proposals, the detection rates of the existing approaches are still not satisfactory enough. To address this, we propose Adobe Boxes to efficiently locate the potential objects with fewer proposals, in terms of searching the object adobes that are the salient object parts easy to be perceived. Because of the visual difference between the object and its surroundings, an object adobe obtained from the local region has a high probability to be a part of an object, which is capable of depicting the locative information of the proto-object. Our approach comprises of three main procedures. First, the object proposals are acquired by employing randomly sampled windows. Then, based on local-contrast analysis, the object adobes are identified within the enlarged bounding boxes that correspond to the coarse proposals. The final object proposals are obtained by converging the bounding boxes to tightly surround the object adobes. Meanwhile, our object adobes can also refine the detection rate of most state-of-the-art methods as a refinement approach. The extensive experiments on four challenging datasets (PASCAL VOC2007, VOC2010, VOC2012, and ILSVRC2014) demonstrate that the detection rate of our approach generally outperforms the state-of-the-art methods, especially with relatively small number of proposals. The average time consumed on one image is about 48 ms, which nearly meets the real-time requirement.
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I. INTRODUCTION

DURING the past decades, a lot of efforts have been spent towards the efficient and robust object detection [1]–[3] and tracking-by-detection [4]–[6]. To accurately locate the target object in the cluttered scene, most of the previous object detection methods rely on the sliding window searching scheme. However, usually millions of subwindows need to be evaluated, thus resulting in the high computational cost. To overcome this issue, the object proposals [3] have shown the promising results to help efficiently localize the potential object regions first, via objectness estimation [7]–[12]. Thanks to the object proposal procedure, the object detection task can be narrowed down to a much smaller searching space of subwindows (e.g., thousands of subwindows), while still ensuring the detection performance. To locate the object proposals, some existing works focus on designing or learning the good object descriptive visual features [7], [11], [12]. Although they are often computationally efficient, the obtained features are not descriptive enough to characterize the generic objects well. This leads to the high false positive rate in the top scored proposals. On the other hand, using the rich information of superpixels, several other methods [10], [13] pay more attention to proposing the superpixel merging mechanisms for object proposal generation. Despite the high time consumption paid, they do not always achieve high detection rate, especially within the top scored proposals. The reason seems that, these methods do not define the effective objectness measures to evaluate the merged regions for ranking. While, objectness measure indeed plays a vital role to ensure the availability of the yielded object proposals [8]. Obviously, efficiently generating a small number of proposals with the high detection rate is indeed preferred by the practical applications [7], [12]. However, the aforementioned two kinds of object proposal approaches cannot fully satisfy this demand.

In this paper, we propose Adobe Boxes—a novel object proposal method—able to achieve high detection rate (DR) with a few number of proposals. Meanwhile, it can also improve DR of other approaches. Our main research idea is shown in Fig. 1. First, according to [15], the bridge between looking at an image and seeing an object is the regions of interest (ROI). Without any prior knowledge, ROI may contain a whole object or parts of it [16]. Thus, we define a new element, object adobes, for discovering the potential objects.

In Fig. 1, different from searching all the superpixels of the train [10], our method pays attention to the salient “parts”, i.e., superpixels of objects using the contrast analysis in the local region. We call these salient “parts” as the object adobes. Next, inspired by the visual organization rule [17], which
Fig. 1. Our main research idea. From left to right, after acquiring the superpixels using the image segmentation methods in [14], the adobes will be extracted. Adobe Boxes are then fixed according to the principle of the adobe compactness, to locate the object proposals. This figure is best viewed in color.

implies that spatially scattered parts are not likely to form an object, we introduce a new measure of objectness named adobe compactness to rank the proposals and restrain the redundant proposals. Several proposal samples of the different adobe compactness values are shown in Fig. 1, respectively.

Our approach declares three main contributions. First, the concept of object adobes is proposed to extract the salient object “parts”. Using the object adobes, the object proposals (i.e., Adobe Boxes) can be located without knowing the whole objects. Secondly, adobe compactness is introduced as a new objectness measure, to answer the question “What is an object?” [8] from the perspective of object adobe spatial distribution. Last, Adobe Boxes can also be reemployed as the refinement tool to enhance the detection rate of other object proposal approaches (e.g., [7], [10], [12], [18]).

We test Adobe Boxes on four challenging datasets (PASCAL VOC2007 [19], VOC2010 [20], VOC2012 [21] and ILSVRC2014 [22]). The experimental results demonstrate that, compared to the state-of-the-art object proposal generation approaches (e.g., BING [7], EdgeBoxes [12], SEL [10], OBJ [18], MTSE [23]), our method outperforms all of them on DR. Especially, Adobe Boxes achieve higher DR with fewer windows, e.g. over 90% DR with 200 proposals. Our model is also efficient. The average time that consumed on one image is 48ms, which is almost in real-time. Next, the object adobe and adobe compactness are used for [7], [10], [12], and [18] as a DR refinement mechanism. For example, by equipping BING [7] with our object adobes, denoted as Adobe Boxes, it achieves over 97% DR with 1000 proposals and effectively promotes DR with the 1st proposal.

The source code of this work is published online.1

The remaining of this paper is organized as follows. The related work is discussed in Sec. II. Then Adobe Boxes and the generation of the initial window are illustrated in Sec. III and IV respectively. Experiments and discussions are conducted in Sec. V. Sec. VI concludes the whole paper.

1http://pan.baidu.com/s/1jHABDD8 (baiduPan), https://github.com/fzw310/AdobeBoxes-v1.0-.git (GitHub)

II. RELATED WORK

Generally, the existing methods of object proposals can be categorized into three main groups: patch-based model, superpixel-based model, and part-based model.

A. Patch-Based Model

Under this paradigm, the proposed approaches [7], [8], [11], [12], [23], [24] mainly focus on extracting the discriminative visual features able to distinguish the objects and background well within the local image patches. After calculating the objectness score, the patches of high scores will be pushed up as the object proposals by a ranking procedure. In particular, various of visual cues (e.g., edge density, contrast, etc.) are integrated under the Bayesian framework for objectness estimation in [8]. The gradient information is employed by [7] and [11] as the generic object representative feature for predicting the objectness score, in the supervised manner. That is, a classifier (i.e., SVM) will be trained with the gradient feature for objectness estimation. Rather than gradient, edge [25] is further regarded as a more informative and robust objectness clue by Zitnick and Dollár [12]. Based on the sparse information of edges, the probability of whether a local patch contains the object is consequently calculated [12]. Some other works also investigate the usage of object position information to leverage the performance. For instance, the hottest object positions are mined from the training samples in [24]. Being constrained with this prior information, the detection rate of the first 10 candidate windows can be significantly boosted. In [23], the multi-thresholding straddling expansion (MTSE) is proposed via superpixel-tightness analysis, to alleviate the object localization bias of the patches. Although different kinds of visual features have already been employed for object proposal generation, it is still hard to judge which one is the optimal choice. According to the reported experimental results, they keep the similar performance.

B. Superpixel-Based Model

To generate the object proposals, another main technical stream [8]–[10], [13], [26]–[30] resorts to merging
the superpixels, or executing saliency analysis on the superpixels. In this way, the essential concern is how to define the similarity/dissimilarity measure among the superpixels.

To effectively merge the superpixels, Selective Search [10] proposes various of complementary similarity measures to conduct a hierarchical grouping. Global and local grouping happen simultaneously in [13]. Hierarchical segmentation and multi-scale regions combination are employed in [26]. Based on the randomized version of Prim’s algorithm [31], Manen et al. [28] uses the connectivity graph of superpixels to analyze the similarity of the neighboring superpixels. Random Forest is adopted in [29] to learn the grouping rules for the superpixels. After selecting the seeds from all the superpixels, a signed geodesic distance transform is computed for each mask, and the critical level sets are identified to produce object proposals in [30]. The superpixel merging based approaches can achieve high object proposal quality. However, their computational cost is indeed expensive. This somewhat limits their usage for practical applications.

Locating the salient objects via saliency analysis on the superpixels recently draws the researchers’ attention. Jiang et al. [27] integrate regional contrast, regional property and regional backgroundness to indicate the salient objects. Feng et al. [9] propose several rules (i.e., appearance proximity, spatial proximity, non-reusability and non-scale-bias) to measure the saliency score of an image region. However, for the non-salient objects these methods fail to work.

These methods generally execute object proposals generation by dividing the whole objects from the background directly. However, without any prior information it is challenging and computationally expensive, especially for the small, non-salient and occluded objects.

C. Part-Based Model

Semantic part plays an important role in object detection, and has achieved great success [2], [32]–[34]. Inspired by [34], Felzenszwalb et al. [2], [33] propose a series of effective frameworks for object detection using part-based model. Furthermore, the sub-part-based description is introduced in [32], and the semantic hierarchy is used to represent the objects. These works indeed demonstrate the importance of the semantic part for object category characterization. However, proposing generic objects using part-based model is still not well investigated. To our knowledge, Cho et al. [35] first pay attention to the part-based object discovery without category information. They tackle the object proposals via part-based matching. Nevertheless, the computational cost of matching is high. And, this approach tends to be confused by the “truncate” objects.

Our work can be categorized into the part-based model. That is, the object adobes are proposed to capture the local salient object parts. And, the adobe compactness is introduced to rank the proposals, from the perspective of part spatial distribution.

III. ADOBE BOXES

The Adobe Boxes are proposed as the object proposals that tightly enclose the adobes. The proposition of the object adobes is mainly inspired by the human visual attention mechanism [15]. That is, to catch the object, human will first capture several object parts of significant appearance difference from the background quickly. Then, the whole object can be effectively located according to these perceived parts, without knowing all the object components. Following this principle, the object adobe is generally defined as the superpixel with high local color contrast to the background. The spatial compactness of the adobes can essentially evaluate the objectness of the Adobe Boxes. The higher the compactness is, the more probable that the Adobe Boxes correspond to the objects. In this section, we will introduce how to extract the object adobes and Adobe Boxes respectively, and the calculation of the adobe compactness is also illustrated.

A. Object Adobe Extraction

To extract the object adobes, image segmentation procedure [14] is first executed. The yielded superpixels \( V = \{ s_n, n \in \{1,2,\ldots,N\} \} \) are described by the normalized HSV color histogram \( h_n \in \mathbb{R}^{75} \) [10]. The histogram intersection distance [10] is used to measure the distance between the superpixels as

\[
\text{dist}_{HI}(s_n, s_m) = 1 - \sum_{k=1}^{75} \min(h_n^k, h_m^k). \tag{1}
\]

Let \( B_{w_0} \) denote an initial window that may contain the object. The object adobes can be extracted as illustrated in Fig. 2. Corresponding to the local perspective of \( B_{w_0} \), the background superpixel subset \( S_b \) and the internal superpixel subset \( S_i \) are first extracted. The superpixels in \( S_b \) intersect with \( B_{w_0} \), and the superpixels in \( S_i \) locate within \( B_{w_0} \). It is worth noting that, \( S_i \) does not involve the superpixels that touch the image boundary, to avoid the object-background ambiguity. Using \( S_b \) and \( S_i \), the superpixels that correspond to the object with high probability can be consequently extracted to form the object seed superpixel subset \( S_o \). To extract the object adobes, we further define a candidate adobe subset \( S_c \) to include the superpixels that indicate the potential object adobes. The \( S_c \) superpixels also locate within \( B_{w_0} \), but may touch the image boundary. Compared to \( S_i \), more potential object components can be involved in \( S_c \). Obviously, \( S_i \subseteq S_c \) as shown in Fig. 4. By executing the local contrast analysis among \( S_b \), \( S_i \) and \( S_c \), the object adobe subset \( S_o \) is finally extracted from \( S_c \) as

\[
S_o = \{ s \in S_c | C(s, S_b) > C(s, S_i) \}, \tag{2}
\]

where \( s \) represents the superpixel and \( C(\cdot, \cdot) \) is the local contrast calculation function given by

\[
C(s, S_t) = \frac{1}{N_{S_t}} \sum_{s_k \in S_t} \text{dist}_{HI}(s, s_k), \tag{3}
\]

where \( N_{S_t} \) denotes the number of the superpixels in \( S_t \). Generally, the more salient the object is, the more “parts” will
be extracted from the object. Fig. 3 shows two examples of object adobe extraction. It can be observed that, the “dog” is more salient than the “train”. Consequently, more components of the “dog” will be extracted as the object adobes than the “train”.

Next, we will illustrate how to extract $S_b$, $S_i$, $S_s$ and $S_c$ in details, respectively. Fig. 2 shows the detailed adobe extraction procedure for the “train” in Fig. 1.

1) Background Subset $S_b$: The superpixels in $S_b$ correspond to the background components. They locate around $B_w$, and intersect with the boundary of $B_w$. As a consequence, $S_b$ can be defined as

$$S_b = \{ s \in V | s \cap \Delta B_w \neq \emptyset \} ,$$

where $\Delta B_w$ represents the boundary of $B_w$. The green region in Fig. 2 (b) shows the example of $S_b$.

2) Internal Subset $S_i$: The superpixels in $S_i$ locate within $B_w$. Among them, we intend to find the ones that belong to the object with high probability as the object seed superpixels. Since the objects may be cropped by the image boundary in some cases as shown in Fig. 4, it is difficult to judge whether the superpixels near the image boundary belong to the object or background. As a consequence, the superpixels that locate within $B_w$ but touch the image boundary will be discarded from $S_i$. According to this, $S_i$ can be obtained by

$$S_i = \left\{ s \in V | \frac{| s \cap B_w |}{| s |} = 1, s \cap \Delta B_w = \emptyset \right\} ,$$

where $| \ast |$ indicates the cardinality of $\ast$. The yellow regions in Fig. 2 (b) and Fig. 4 are the internal superpixel examples.

3) Seed Subset $S_s$: Finding the object seed superpixels from $S_i$ comprises of two steps. First, for each superpixel $s \in S_i$, its local contrast to $S_b$ is calculated to measure its probability of belonging to the object. Then, after ranking all the superpixels in descending order, the top ones will be chosen to form $S_s$. Fig. 4 shows the illustration of the relationship between $S_i$ and $S_c$. It can be observed clearly that $S_i \subseteq S_c$. (a) Initial window. (b) Internal subset ($S_i$). (c) Candidate subset ($S_c$).
Meanwhile, the whole size of the selected \( S_i \) superpixels needs to satisfy
\[
\sum_{x \in S_i} |x| \geq \rho \times |B_w|, \tag{6}
\]
where \( \rho \in (0, 1) \) is a tunable parameter. The red regions in Fig. 2 (c) show the examples of object seed superpixels.

4) Candidate Subset \( S_c \): In \( S_i \), the superpixels that touch the image boundary are ignored to avoid the object-background ambiguity. However, this may lead to the miss of some essential object components. To address this, the previously discarded superpixels around the image boundary are appended to \( S_i \) to form \( S_c \), such that \( S_i \subseteq S_c \) as shown in Fig. 4. The blue regions in Fig. 2 (c) and Fig. 4 show the examples of the candidate adobes.

Fig. 4 gives several examples to illustrate the concept of \( S_i \) and \( S_c \). It is worth noting that, the hand and waist of “boy” are truncated by the image boundary. The corresponding superpixels are ignored by \( S_i \). However, they are still remained in \( S_c \) as the candidate adobes.

B. Adobe Box Extraction

After extracting the object adobes, \( B_w \) will be refined to \( B_p \) that tightly encloses the adobes as the Adobe Box. There remains a question that, whether the Adobe Boxes will miss the objects, especially when not all the object components are captured as the object adobes to localize the objects. To answer this, \( B_w \) is first set as the ground truth box \( B_{gt} \) of the object. Then, we investigate whether the Adobe Box \( B_p \) extracted from \( B_{gt} \) possesses high intersection over union (IoU) with \( B_{gt} \). Intuitively, the higher the IoU is, the better that \( B_p \) captures the object. IoU between \( B_p \) and \( B_{gt} \) is given by
\[
\text{IoU} \left( B_p, B_{gt} \right) = \frac{|B_p \cap B_{gt}|}{|B_p \cup B_{gt}|}. \tag{7}
\]

The tests are carried out on VOC2007, VOC2010, VOC2012 and ILSVRC2014 respectively. The normalized IoU probability distribution on the four datasets is shown in Fig. 5. It can be observed that, most of the IoUs are of high values (i.e., IoU \( \geq 0.5 \)). According to the PASCAL-overlap 0.5-criterion [7], [8], [10], [12], we draw the conclusion that Adobe Boxes can generally capture the objects well.

C. Adobe Compactness

How to rank the object proposals is also an important issue. For the extracted Adobe Boxes, the adobe compactness is proposed as the objectness measure for ranking by us. Our proposition is that, for the Adobe Box \( B_p \), the more compactly the object adobes spatially distribute, the more probably that \( B_p \) captures the object. Based on this, the adobe compactness for \( B_p \) is defined as
\[
AC \left( B_p \right) = \frac{\sum_{x \in S_c} |x|}{|B_p|}. \tag{8}
\]

Fig. 6 gives some intuitive examples to demonstrate the effectiveness of \( AC(B_p) \). It can be clearly observed that for “boy”, “dog” and “train”, the object adobes spatially distribute more compactly within \( B_p \), the higher \( AC(B_p) \) is and more probably that \( B_p \) corresponds to the target objects.

Besides the intuitive examples above, more detailed investigation is further conducted to support our claim on VOC2007, VOC2010, VOC2012 and ILSVRC2014 datasets respectively. That is, 2000 background boxes of IoU less than 0.5 with the object ground truth boxes are randomly sampled from each image. Then, the comparison on the normalized adobe compactness probability distribution between the background and object boxes are executed on each dataset. Fig. 7 shows the comparison results. We can see that, on all the four test datasets the object generally possesses higher adobe compactness than the background. This phenomenon demonstrates
that, adobe compactness is a feasible objectness measure that can generally push the object forward.

In addition, for the Adobe Boxes of the same adobe compactness, we further propose that the ones extracted from the larger \( B_w \) should keep the higher objectness measure. As aforementioned in Fig. 3, generally the more salient the object is, the relatively more object “parts” will be captured as the object adobes. Consequently, the higher adobe compactness tends to be acquired. Hence, for the adobe boxes of the same adobe compactness, larger \( B_w \) indicates the salient characteristics from the more global perspective. Thus, the Adobe Boxes with larger \( B_w \) should be emphasized. According to this point, the adobe compactness based objectness measure is defined as

\[
O(B_p) = \frac{\delta(|B_w|) \times (AC(B_p))^s}{1 - (\log_2|B_w|)^s \times (AC(B_p))^s}, \tag{9}
\]

where \( \delta(|B_w|) \) is the weighting function that concerns to the size of \( B_w \) (i.e., \(|B_w|\)),

\[
(\log_2|B_w|)^s = \frac{\log_2|B_w|}{\max \{\log_2|B_w|\}}, \tag{10}
\]

and

\[
(AC(B_p))^s = \frac{AC(B_p)}{\max \{AC(B_p)\}}, \tag{11}
\]

where \( \max \{\log_2|B_w|\} \) and \( \max \{AC(B_p)\} \) indicate the maximum value among all the \( \log_2|B_w| \) and \( AC(B_p) \) in each image, respectively. The \( O(B_p) \) value that corresponds to \( \max \{\log_2|B_w|\} \) is set as the highest to avoid the infinitude computation issue. Indeed, \( O(B_p) \) is a monotonically increasing function of \(|B_w|\).

Using \( O(B_p) \), the extracted Adobe Boxes will be ranked in descending order. Then, Non-Maximal Suppression (NMS) is executed to reduce the redundant object proposal boxes.

IV. INITIAL OBJECT PROPOSAL WINDOW GENERATION

As mentioned before, to extract the Adobe Box \( B_p \), the initial object proposal window \( B_{\text{in}} \) is required to coarsely locate the object. In this section, we will explain how to generate \( B_{\text{in}} \). Actually, \( B_{\text{in}} \) can be acquired by different ways, i.e., random sampling or using existing object proposal approaches \([7],[10],[12],[18]\). In our experiments, we will demonstrate that the yielded Adobe Boxes can improve the performance for all of them.

Without loosing the generality, random sampling is employed to illustrate the proposed \( B_{\text{in}} \) generation method. In total, 2000 windows are randomly sampled from the whole image uniformly. The obtained window set is denoted as \( \mathcal{W}_r \). Since the randomly sampled windows tends to miss the small objects, after the image segmentation procedure \([14]\), the bounding boxes that tightly surround the individual superpixels or two neighboring superpixels are also considered. The resulting window set is indicated as \( \mathcal{W}_s \). Additionally, the whole image window \( \mathcal{W}_i \) is appended simultaneously. Fig. 8 shows the examples of \( \mathcal{W}_r, \mathcal{W}_s \) and \( \mathcal{W}_i \). Consequently, the coarse initial object proposal window set comprises of three parts as

\[
\mathcal{W}_c = \mathcal{W}_r \cup \mathcal{W}_s \cup \mathcal{W}_i. \tag{12}
\]

Let \( B_w^* \) denote an arbitrary window in \( \mathcal{W}_c \). To help better capture the object, \( B_w^* \) will be refined to obtain the initial object proposal window \( B_{\text{in}} \) as follows. First, \( B_w^* \) is enlarged by the ratio \( \eta \) under the image size limitation. Then, we check the superpixels that partially locate within \( B_{\text{in}} \). For the superpixel \( s \), if the condition \( \frac{|s \cap B_{\text{in}}|}{|s|} \geq 0.9 \) is satisfied, it indicates that \( s \) should be the internal superpixel of \( B_{\text{in}} \). Consequently, \( B_{\text{in}}^* \) is further adjusted to fully include \( s \) tightly. After doing this for all the concerned superpixels, the resulting \( B_{\text{in}}^* \) is finally regarded as \( B_{\text{in}} \).

V. EXPERIMENTS

In experiments, following \([7],[12]\) we focus on investigating Adobe Boxes’ detection rate (DR) and time consumption to demonstrate its effectiveness and efficiency. Specifically, the well known PASCAL-overlap 0.5-criterion \([7],[8],[10],[12]\) is employed to measure DR. Following the evaluation principle in \([7]\), the DR-#WIN curve is used to reveal the relationship between DR and the number of the proposals. For each test dataset, the average processing time consumption per image is also reported.
Four challenging datasets (i.e., PASCAL VOC2007 [19], PASCAL VOC2010 [20], PASCAL VOC2012 [21] and ILSVRC2014 [22]) are employed for test. For VOC2007, 4952 images in the test set are chosen for performance evaluation. Since the ground truth bounding boxes for the test sets are not released by VOC2010, VOC2012 and ILSVRC2014 (classification+localization task with 1000 categories), the corresponding validation sets are used for test instead. In particular, 6323, 11400 and 49032 images are employed respectively. The objects annotated as “difficult” are excluded from the test sets by us. The test images are required to be no larger than 1024 × 1024, in all the cases.

Since most of the objects in the test datasets contain more than 256 pixels, for superpixel generation [14] 128 is empirically chosen as the minimum superpixel size. There are also two other tunable parameters for extracting Adobe Boxes. They are, the foreground percentage parameter \( \eta \) in Sec. III-A, and the amplification parameter \( \eta \) in Sec. IV. They are set to 25\% and \( \frac{1}{4} \) respectively, during the whole phase of the experiments. Adobe Boxes’ performance sensitivity to them will also be investigated.

The experimental results are organized as follows. In Sec. V-A, the performance of Adobe Boxes is tested in the case that the initial proposal windows are generated via random sampling. The other state-of-the-art object proposal approaches: BING [7], EdgeBoxes [12], SEL [10], SEL-Fast [10], OBJ [18] and MTSE [23] will also be included for comparison. Then, we will demonstrate that Adobe Boxes can also leverage the performance of the other object proposal methods as a refinement procedure, in Sec. V-B.

For the practical applications, Sec. V-C gives the recommendation on how to use Adobe Boxes. That is, refining BING with Adobe Boxes can achieve the relatively good balance between the performance and time consumption. Adobe Boxes are mainly derived from the image segmentation results [14]. GrabCut [36] is another well known image segmentation method that is able to separate the objects from the background well. In Sec. V-D, we will compare the performance of Adobe Boxes with the object proposal approach using GrabCut, from the perspectives of effectiveness and efficiency simultaneously.

The performance of Adobe Boxes using multi-scale superpixel will be analyzed in Sec. V-E. In Sec. V-F, Adobe Boxes will be further compared with the other methods using the DR-overlap criteria. And, the parameter sensitivity is investigated in Sec. V-G.

All the experiments are conducted on the same PC with i7-4770 CPU and 32G RAM.

A. Adobe Boxes With the Randomly Sampled Initial Proposal Windows

In this section, two kinds of experiments are conducted to evaluate the performance of Adobe Boxes. First, Adobe Boxes are extracted solely from the randomly sampled object proposal windows to verify the performance enhancement yielded by them. Next, the additional initial proposal window sets \( W_s \) and \( W_l \) are further appended as aforementioned in Sec. IV. In this case, Adobe Boxes is fully running as an end-to-end object proposal approach, and will be compared with the other state-of-the-art object proposal approaches [7], [10], [12], [18], [23].

In the first experimental setting, 2000 initial proposal windows in all are randomly sampled per image for 5 rounds on VOC2007. The DR-#WIN curves of the randomly sampled proposal windows and Adobe Boxes are shown in Fig. 9, corresponding to all the 5 rounds. To clearly depict the DR-#WIN curves of the top scored proposals, the logarithmic axes are used in Fig. 9(a). The average DR and standard deviation of the 5-round test are also reported in Table I. From them, we can observe that:

- Adobe Boxes can leverage the DR of the randomly sampled proposal windows significantly. It is worth noting that, using only 200 randomly sampled initial proposal windows, Adobe Boxes can achieve DR near to 90\%. These indeed demonstrate the effectiveness of Adobe Boxes;
- For the 5-round test, the DR stand deviation of Adobe Boxes is small. It means that Adobe Boxes can robustly work, corresponding to the initial proposal windows generated in the different conditions.

The second experimental setting is conducted on VOC2007, VOC2010, VOC2012 and ILSVRC2014 simultaneously. The DR-#WIN curves of Adobe Boxes and other methods are shown in Fig. 10. And, the detailed results and average time consumption per image are listed in Table II, Table III, Table IV and Table V. It can be seen that:

- Even only using the randomly sampled initial proposal windows, Adobe Boxes generally can achieve the comparable or even better performance than the other methods;
Adobe Boxes outperform most of the other methods when the relatively small number (e.g., 200) of proposals are used. This is an important property that implies that the objects can be efficiently detected within a smaller searching space, using Adobe Boxes;

- The average time consumption per image of Adobe Boxes is around 48 ms, which nearly meets the real-time processing requirement. BING is faster than our method. However, it is inferior to Adobe Boxes on DR, in most of the cases.

B. Refining the Other Methods Using Adobe Boxes

Here, we will demonstrate that Adobe Boxes can also refine the other methods [7], [10], [12], [18] by using their object proposal results as the initial proposal windows. The experiment is executed on PASCAL VOC2007. And, the results are shown in Fig. 11 and Table VI. In particular, the refined BING [7], EdgeBoxes [12], SEL [10] and OBJ [18] are denoted as AdobeBoxes, AdobeBoxesSE, AdobeBoxesS and AdobeBoxesO respectively. Another recently proposed refinement approach named MTSE [23] is also included.

Fig. 10. Comparison between Adobe Boxes with the randomly sampled initial proposal windows and the other state-of-the-art methods on the four test datasets.

Table II: The DR (%) and Time Consumption (s) Comparison between Adobe Boxes with the Randomly Sampled Initial Proposal Windows and the Other Methods, on VOC2007. The Approaches with Parallel Processing are Marked with *

<table>
<thead>
<tr>
<th>Method</th>
<th>DR (1)</th>
<th>DR (10)</th>
<th>DR (200)</th>
<th>DR (1k)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdobeBoxes</td>
<td>29.54</td>
<td>55.39</td>
<td>90.23</td>
<td>95.90</td>
<td>0.057</td>
</tr>
<tr>
<td>BING*</td>
<td>24.63</td>
<td>48.45</td>
<td>85.98</td>
<td>96.02</td>
<td>0.003</td>
</tr>
<tr>
<td>EdgeBoxes*</td>
<td>21.79</td>
<td>53.36</td>
<td>86.60</td>
<td>96.09</td>
<td>0.196</td>
</tr>
<tr>
<td>SEL</td>
<td>13.39</td>
<td>45.69</td>
<td>85.09</td>
<td>95.00</td>
<td>8</td>
</tr>
<tr>
<td>SEL-Fast</td>
<td>13.47</td>
<td>46.36</td>
<td>86.51</td>
<td>96.19</td>
<td>1.7</td>
</tr>
<tr>
<td>OBJ</td>
<td>22.59</td>
<td>58.41</td>
<td>86.97</td>
<td>93.75</td>
<td>3</td>
</tr>
<tr>
<td>MTSR</td>
<td>24.92</td>
<td>46.09</td>
<td>83.12</td>
<td>95.05</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table III: The DR (%) and Time Consumption (s) Comparison between Adobe Boxes with the Randomly Sampled Initial Proposal Windows and the Other Methods, on VOC2010. The Approaches with Parallel Processing are Marked with *

<table>
<thead>
<tr>
<th>Method</th>
<th>DR (1)</th>
<th>DR (10)</th>
<th>DR (200)</th>
<th>DR (1k)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdobeBoxes</td>
<td>32.84</td>
<td>60.03</td>
<td>91.44</td>
<td>96.17</td>
<td>0.045</td>
</tr>
<tr>
<td>BING*</td>
<td>27.18</td>
<td>52.06</td>
<td>86.65</td>
<td>95.88</td>
<td>0.003</td>
</tr>
<tr>
<td>EdgeBoxes*</td>
<td>20.29</td>
<td>55.10</td>
<td>89.06</td>
<td>96.45</td>
<td>0.185</td>
</tr>
<tr>
<td>SEL</td>
<td>14.63</td>
<td>48.76</td>
<td>86.18</td>
<td>95.48</td>
<td>7.9</td>
</tr>
<tr>
<td>SEL-Fast</td>
<td>14.90</td>
<td>49.80</td>
<td>88.17</td>
<td>96.11</td>
<td>1.7</td>
</tr>
<tr>
<td>OBJ</td>
<td>24.25</td>
<td>62.13</td>
<td>89.22</td>
<td>94.46</td>
<td>2.8</td>
</tr>
<tr>
<td>MTSR</td>
<td>27.38</td>
<td>50.78</td>
<td>84.57</td>
<td>95.40</td>
<td>0.125</td>
</tr>
</tbody>
</table>

Table IV: The DR (%) and Time Consumption (s) Comparison between Adobe Boxes with the Randomly Sampled Initial Proposal Windows and the Other Methods, on VOC2012. The Approaches with Parallel Processing are Marked with *

<table>
<thead>
<tr>
<th>Method</th>
<th>DR (1)</th>
<th>DR (10)</th>
<th>DR (200)</th>
<th>DR (1k)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdobeBoxes</td>
<td>28.86</td>
<td>55.89</td>
<td>91.47</td>
<td>96.41</td>
<td>0.047</td>
</tr>
<tr>
<td>BING*</td>
<td>24.03</td>
<td>50.75</td>
<td>89.09</td>
<td>96.97</td>
<td>0.003</td>
</tr>
<tr>
<td>EdgeBoxes*</td>
<td>18.29</td>
<td>52.17</td>
<td>88.77</td>
<td>96.87</td>
<td>0.198</td>
</tr>
<tr>
<td>SEL</td>
<td>12.32</td>
<td>44.53</td>
<td>85.01</td>
<td>95.33</td>
<td>8.1</td>
</tr>
<tr>
<td>SEL-Fast</td>
<td>12.54</td>
<td>45.34</td>
<td>86.70</td>
<td>96.01</td>
<td>1.8</td>
</tr>
<tr>
<td>OBJ</td>
<td>20.66</td>
<td>59.19</td>
<td>89.64</td>
<td>95.27</td>
<td>2.9</td>
</tr>
<tr>
<td>MTSR</td>
<td>24.10</td>
<td>47.13</td>
<td>85.87</td>
<td>95.23</td>
<td>0.122</td>
</tr>
</tbody>
</table>

Table V: The DR (%) and Time Consumption (s) Comparison between Adobe Boxes with the Randomly Sampled Initial Proposal Windows and the Other Methods, on ILSVRC2014. The Approaches with Parallel Processing are Marked with *

<table>
<thead>
<tr>
<th>Method</th>
<th>DR (1)</th>
<th>DR (10)</th>
<th>DR (200)</th>
<th>DR (1k)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdobeBoxes</td>
<td>46.85</td>
<td>74.02</td>
<td>94.79</td>
<td>97.61</td>
<td>0.051</td>
</tr>
<tr>
<td>BING*</td>
<td>38.64</td>
<td>66.00</td>
<td>91.77</td>
<td>97.01</td>
<td>0.003</td>
</tr>
<tr>
<td>EdgeBoxes*</td>
<td>28.43</td>
<td>64.62</td>
<td>91.75</td>
<td>96.64</td>
<td>0.209</td>
</tr>
<tr>
<td>SEL</td>
<td>19.92</td>
<td>58.45</td>
<td>89.79</td>
<td>96.40</td>
<td>8.6</td>
</tr>
<tr>
<td>SEL-Fast</td>
<td>20.40</td>
<td>62.97</td>
<td>93.02</td>
<td>97.75</td>
<td>2.33</td>
</tr>
<tr>
<td>OBJ</td>
<td>34.88</td>
<td>72.60</td>
<td>93.03</td>
<td>96.81</td>
<td>2.5</td>
</tr>
<tr>
<td>MTSR</td>
<td>40.03</td>
<td>65.18</td>
<td>91.02</td>
<td>96.75</td>
<td>0.147</td>
</tr>
</tbody>
</table>
Fig. 11. DR-#WIN curve comparison between the object proposal methods [7], [10], [12], [18] and the corresponding counterparts refined by Adobe Boxes and MTSE on PASCAL VOC2007.

TABLE VI

<table>
<thead>
<tr>
<th></th>
<th>DR (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BING</td>
<td>24.61</td>
<td>48.45</td>
<td>85.98</td>
<td>96.02</td>
</tr>
<tr>
<td>MTSE_E</td>
<td>20.51</td>
<td>46.73</td>
<td>86.99</td>
<td>96.14</td>
</tr>
<tr>
<td>AdobeBoxes_E</td>
<td>29.54</td>
<td>57.21</td>
<td>91.70</td>
<td>97.16</td>
</tr>
<tr>
<td>EdgeBoxes</td>
<td>21.79</td>
<td>53.36</td>
<td>86.60</td>
<td>96.09</td>
</tr>
<tr>
<td>MTSE_E</td>
<td>18.76</td>
<td>51.30</td>
<td>88.72</td>
<td>96.90</td>
</tr>
<tr>
<td>AdobeBoxes_E</td>
<td>29.79</td>
<td>57.60</td>
<td>91.92</td>
<td>97.33</td>
</tr>
<tr>
<td>SEL</td>
<td>13.39</td>
<td>46.64</td>
<td>85.05</td>
<td>96.00</td>
</tr>
<tr>
<td>MTSE_E</td>
<td>13.44</td>
<td>46.03</td>
<td>87.04</td>
<td>95.75</td>
</tr>
<tr>
<td>AdobeBoxes_E</td>
<td>29.56</td>
<td>56.46</td>
<td>90.95</td>
<td>97.52</td>
</tr>
<tr>
<td>OBJ</td>
<td>22.59</td>
<td>58.41</td>
<td>86.97</td>
<td>95.75</td>
</tr>
<tr>
<td>MTSE_E</td>
<td>23.78</td>
<td>55.39</td>
<td>86.93</td>
<td>94.22</td>
</tr>
<tr>
<td>AdobeBoxes_E</td>
<td>29.95</td>
<td>57.89</td>
<td>90.53</td>
<td>95.42</td>
</tr>
</tbody>
</table>

for comparison. Its results on BING, EdgeBoxes, SEL and OBJ are respectively denoted as MTSE_B, MTSE_E, MTSE_S and MTSE_O on counterpart. We can see that:

- Adobe Boxes can improve the performance of the other approaches, almost in all the cases;
- With 200 object proposals, the DR of all the methods are enhanced beyond 90% by Adobe Boxes.
- Adobe Boxes is consistently superior to MTSE. The reason seems that, MTSE ranks the object proposals by imposing randomness to the objectness score like SEL. Nevertheless, this may not reduce the proposal redundancy effectively. Thus, DR increases relatively slowly.

The results above indeed verify that, besides being an end-to-end object proposal method, Adobe Boxes can also be regarded as an effective refinement tool to leverage the other methods’ performance.

C. Practical Application Recommendation

BING [7] possesses the ultra fast computational speed (i.e. 300fps) for object proposal. Towards the practical applications, we recommend that refining BING with Adobe Boxes is the feasible choice that can achieve good balance between effectiveness and efficiency. Besides replacing the initial proposal windows with BING’s results, we also modify the objectness score computation method accordingly. That is, since the objectness score yielded by BING already takes the proposal window size into consideration, we substitute the weighting factor $\delta(B_w)$ in Eqn. 9 with BING’s score for the adobe compactness based objectness measure calculation. The newly refined BING via Adobe Boxes is denoted as AdobeBoxes_E. And, it is compared with the other methods on PASCAL VOC2007, VOC2010, VOC2012 and ILSVRC2014. The experimental results are shown in Fig. 12, Table VII, Table VIII, Table IX and Table X respectively. We can see that:

- In almost all the cases, AdobeBoxes_E consistently outperforms the other methods, especially with the relatively small number of proposals (i.e., less than 200);
Fig. 13 gives some intuitive examples to further compare them. when considering effectiveness and efficiency simultaneously. EdgeBoxes are the two main competitors of AdobeBoxes nearly meets the real-time processing requirement. The average time consumption per image around 48ms. According to the experimental results above, BING and EdgeBoxes heavily rely on the object’s holistic edge information. However, parts of the object’s edge may be suppressed by the other strong edges that do not belong to the object. It indeed leads to detection loss with the top windows, such as the cars in the second row and the riders in the third row. While, AdobeBoxes captures the objects by using the local salient parts, without requiring knowing the holistic object characteristics. Hence, it can alleviate the object edge loss issue above to some degree.

D. Comparison With Object Proposal Approach via GrabCut

To further demonstrate the effectiveness and efficiency of Adobe Boxes, we compare it with another image segmentation based object proposal approach via the well known GrabCut method [36]. In particular, given the initial proposal windows, GrabCut can separate the objects from the background, instead of object adobes. Then, the bounding boxes that tightly surround the extracted proto-objects are regarded as the object proposals. Concerning to efficiency and consistency, BING is employed to yield the initial proposal windows. Since GrabCut is actually time consuming, the more efficient GrabCut in one cut [37] is adopted here. Unfortunately, it still costs about 77 seconds per image to yield the object proposals. The corresponding GrabCut based object proposal approach is denoted as GrabCutB. The comparison between GrabCutB and our recommended AdobeBoxes on PASCAL VOC2007 is shown in Fig. 14. It is obviously that, AdobeBoxes consistently outperforms GrabCutB, running much faster as well. The reason for why GrabCutB is inferior to AdobeBoxes seems that the objects may be truncated by the initial proposal windows, which leads to the unsatisfactory GrabCut segmentation results.

E. Adobe Boxes With Multi-Scale Superpixel

In the previous experiments, for Adobe Boxes the minimum superpixel size is only set as 128. This may lead to
some information loss. In this subsection, we will investigate whether Adobe Boxes’s performance can be further leveraged by the using multi-scale superpixel. That is, the minimum superpixel size will be set as 32, 64, 128 and 256 to generate the proposals respectively. All the yielded proposals are considered simultaneously to generate Adobe Boxes using non-maximal suppression. Here, AdobeBoxes and AdobeBoxes $^+_{MS}$ using the multi-scale superpixel are termed as AdobeBoxes $^S_{MS}$ and AdobeBoxes $^{B+}_{MS}$. The comparison results on PASCAL VOC2007 are shown in Fig. 15 and Table XI. It can be observed that:

- With the increment of proposal amount, Adobe Boxes using the multi-scale superpixel tend to outperform the single-scale superpixel version. In particular, with 5000 proposals AdobeBoxes $^S_{MS}$ and AdobeBoxes $^{B+}_{MS}$ achieve the DR of 99.49% and 99.31%. The reason seems that, more small objects can be captured by the multi-scale superpixel;

- Using the multi-scale superpixel, the time consumption of AdobeBoxes is obviously increased. Thus, concerning the balance between effectiveness and efficiency, single-scale superpixel is preferred.

F. DR-Overlap Evaluation

In this section, we will estimate Adobe Boxes from the perspective of DR-overlap curve. In particular, “overlap” indicates the IoU threshold with the ground truth that judges whether an object proposal is available. Fig. 16 shows the DR-overlap curves of the different methods, corresponding to

the top 1, 10, 50 and 200 scored proposals respectively, on PASCAL VOC2007. It can be observed that:

- Using the standard PASCAL-overlap 0.5-criterion, Adobe Boxes outperforms the other methods in most cases;

- With the increment of overlap threshold, SEL [10] and EdgeBoxs [12] are generally performing better than our method. The reason may be that, they employ several additional procedures to refine the proposal results, such as the complex superpixel merging [10] and elaborate integral image [12]. On the other hand, much higher time consumption is required by SEL and EdgeBoxs.

- MTSE$_B$ performs better than our method with 200 proposals, since it sets five expansion thresholds to reduce the localization bias. Nevertheless, multi-thresholding expansion also yields proposal redundancy. This leads DR to increase relatively slowly as analyzed in Sec. V-B.

The phenomenons above indicate that the performance of Adobe Boxes still need to be enhanced, if the high overlap is required by the applications.

G. Parameter Sensitivity Investigation

As aforementioned, the foreground percentage $\rho$ in Sec. III-A, and the amplification parameter $\eta$ in Sec. IV are two tunable parameters within Adobe Boxes. Here, the

<table>
<thead>
<tr>
<th>Method</th>
<th>DR(2K)</th>
<th>DR(3K)</th>
<th>DR(4K)</th>
<th>DR(5K)</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdobeBoxes$^S$</td>
<td>95.80%</td>
<td>95.81%</td>
<td>95.80%</td>
<td>95.80%</td>
<td>0.047</td>
</tr>
<tr>
<td>AdobeBoxes$^{B+}_{MS}$</td>
<td>99.16%</td>
<td>99.41%</td>
<td>99.46%</td>
<td>99.49%</td>
<td>1.033</td>
</tr>
<tr>
<td>AdobeBoxes$^S_{B+}$</td>
<td>97.32%</td>
<td>97.32%</td>
<td>97.32%</td>
<td>97.32%</td>
<td>0.048</td>
</tr>
<tr>
<td>AdobeBoxes$^{B+}_{MS}$</td>
<td>99.23%</td>
<td>99.31%</td>
<td>99.31%</td>
<td>99.31%</td>
<td>0.338</td>
</tr>
</tbody>
</table>

The above table shows the comparison of DR (in %) and time consumed (in s) on PASCAL VOC2007. The approaches implemented with parallel processing are marked with $^*$.
performance sensitivity of Adobe Boxes to \( \rho \) and \( \eta \) will be investigated. We set \( \rho \in \{5\%, 10\%, \ldots, 50\%\} \) with stride size 5\%, and \( \eta \in \{\frac{1}{7}, \frac{1}{3}, \frac{1}{2}, \frac{3}{4}, 1\} \). The cross-over experimental results are listed in Table XII and Table XIII. For each row in Table XII, the value of \( \eta \) is fixed, and the mean and standard deviation of DR that correspond the different values of \( \rho \) are listed, vice versa for Table XIII. It is obviously that, for both \( \rho \) and \( \eta \), the standard deviation on DR is small in all the cases. This demonstrates that Adobe Boxes are not sensitive to them. And, \( \rho \) and \( \eta \) are empirically set to 25\% and \( \frac{3}{4} \).

### VI. Conclusion

In this paper, we propose a new object proposal method termed Adobe Boxes. Based on the local contrast analysis, the object abodes are first extracted to capture the generic object components. Then, adobe compactness is proposed as the object adobes are first extracted to capture the generic object components. Then, adobe compactness is proposed as an e wo b j e c t n e s sm e a u r e m e n tt or a n kt h eo b j e c tp r o p o s a l s.

This demonstrates that Adobe Boxes are not sensitive to them. And, \( \rho \) and \( \eta \) are empirically set to 25\% and \( \frac{3}{4} \).
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