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Abstract—Vision-based hand pose estimation is important in
human-computer interaction. While many recent works focus on
full degree-of-freedom hand pose estimation, robust estimation
of global hand pose remains a challenging problem. This paper
presents a novel algorithm to optimize the leaf weights in a Hough
forest to assist global hand pose estimation with a single depth
camera. Different from traditional Hough forest, we propose to
learn the vote weights stored at the leaf nodes of a forest in a
principled way to minimize average pose prediction error, so that
ambiguous votes are largely suppressed during prediction fusion.
Experiments show that the proposed method largely improves
pose estimation accuracy with optimized leaf weights on both
synthesis and real datasets and performs favorably compared
to state-of-the-art convolutional neural network-based methods.
On real-world depth videos, the proposed method demonstrates
improved robustness compared to several other recent hand
tracking systems from both industry and academy. Moreover,
we utilize the proposed method to build virtual/augmented real-
ity applications to allow users to manipulate and examine virtual
objects with bare hands.

Index Terms—Gesture recognition, hand pose estimation,
Hough forest.

I. INTRODUCTION

ISION-BASED hand tracking and pose estimation serves
Vas an effective tool for human—computer interaction
(HCI) [1], [2]. Recently, this field has gained considerable
progresses with the advent of depth cameras, such as ran-
dom forests [3], [4], articulated iterative-closest-point (ICP)
algorithm [5], and convolutional neural network (CNN)-based
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methods [6]-[8]. However, these methods mostly emphasize
on full degree-of-freedom (DOF) hand pose estimation, but
we find that their accuracy of global hand rotation estima-
tion with a single depth camera is still unsatisfactory for HCI
applications that require precise rotation control, especially for
some ambiguous hand postures. Consider the scenario of vir-
tual object grasping, in which a user needs to pose his/her
hand as a fist to perform a grasping motion and rotate the
fist to change the viewpoints of a virtual object. As a fist
posture has a relatively less discriminative pattern for hand
rotation estimation compared to that of a stretched hand, we
observe frequent hand rotation estimation failures with some
full-DOF solutions, such as [5] and [9]. Fig. 1 illustrates some
exemplar results for hand rotation estimation with a recent
full-DOF hand tracking framework [9], which is reasonably
accurate for a fully stretched hand posture but not reliable with
a fist posture. We conjecture that this may be due to differ-
ent emphasizes between full-DOF hand pose estimation and
global hand pose estimation. In the former, the entire hand
region is emphasized in order to recover all the finger and
palm pose parameters. In the latter, some discriminative local
hand parts tend to produce confident hand rotation estimations,
while some other parts tend to produce ambiguous estimations.
Finally, full DOF articulated pose estimation can benefit if the
hand rotation angles are accurately estimated [3], [10].

Therefore, we emphasize on robust estimation of 6-DOF
global hand pose for arbitrary postures with a single depth
camera. The global hand pose includes 3-D hand rotation and
translation, which are sufficient for many HCI applications
with a small alphabet of static hand postures despite high
dimensionality of full DOF hand pose [11]-[13]. A very sim-
ilar problem is 3-D global head pose estimation [14], [15] to
recover head rotation and translation in input images. However,
different from head which is nearly rigid, global hand pose
estimation is more challenging due to large hand posture
variations.

The Hough forest [16] is utilized to estimate global hand
pose using a single depth camera. The success of Hough for-
est in hand pose analysis is largely attributed to its voting
scheme. The basic concept is to fuse the votes cast by a set
of voting elements for robust prediction. To be specific, local
features, e.g., small image patches, are first sampled from a
number of different locations over input image and each of
them retrieves a pose vote from a pretrained Hough forest.
The final prediction is made by fusing all votes based on cer-
tain criteria, e.g., average pooling. Such voting techniques are
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Fig. 1. Rotation estimation with [9] for a hand turning from right to left
in depth images. Upper: results with a stretched hand posture that has a
discriminative pattern. Lower: results with a fist posture that has ambigu-
ous appearance for rotation estimation. The thumb fingers are enclosed with
squares to illustrate hand rotation. [J: reference thumb positions in input
depth images. [ I: reference thumb positions for correct rotation estimation.
[: reference thumb positions for incorrect rotation estimation.

common for discriminative pose estimation for a wide range of
objects, e.g., head [15], body [17], and hand [3], [18]. These
methods prove more efficient and robust compared to those
that rely on the global image features only. In the proposed
method, we also follow this principle to fuse the pose votes
from a set of densely sampled pixels to infer the global hand
pose.

Since the voting elements may contribute unequally to the
fused prediction, one important issue is to determine the strat-
egy to aggregate the Hough votes for hand pose. Take Fig. 2
as an example, in which we want to infer the yaw rotation
of the hand via Hough-voting. As many local features can
have similar appearances for different hand rotation angles, the
vote distributions from these local features often form multiple
peaks at ambiguous poses in the histograms. As a result, the
fused prediction via average-pooling or mode-seeking cannot
provide satisfactory results. The task to predict roll and pitch
rotation suffers from similar problems, and thus ambiguous
pose votes need to be suppressed. In some previous work
this is achieved by adding different weights to these votes
during fusion, in which a confident vote is assigned large
weight and vice versa, e.g., vote length threshold [17] or leaf-
variance-based weights [15]. However, they are not principled
solutions.

In contrast, we propose to automatically determine the
optimal voting weights during the training phase in global
hand pose estimation. These weights are stored in the leaf
nodes of the Hough forest and can be retrieved during the
testing phase. That is, each leaf node in the Hough forest
includes not only a vote for hand pose but also the corre-
sponding weight to reflect the confidence of this vote during
fusion, both of which are learned during forest training. To this
end, we first follow a way similar to that in [3] and [19] to
build the tree structures of Hough forest and to learn the pose
vote at the leaf nodes. Then, we propose a novel algorithm to
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Fig. 2. Tllustration of ambiguity encountered in Hough-voting-based yaw
rotation prediction. Note the rotation angle is periodic with 360°. First row:
query depth images. Second row: per-pixel vote distributions in the interval
[0, 360°]. Voting pixels are uniformly sampled over the hand region with
uniform voting weights. Third row: per-pixel vote distributions with optimized
voting weights. Red lines in histograms and texts at the bottom denote ground
truth rotation angles.

retrain the Hough forest with fixed tree structures in order to
optimize the voting weights stored at the leaf node, so that the
fused prediction error via Hough voting is minimized for each
training image. We show that the weight optimization problem
can be formulated as a constrained quadratic programming
problem and can be solved efficiently. Fig. 2 illustrates the
effectiveness of the proposed method by comparing the vote
distribution histograms for yaw rotation prediction from the
Hough forest with uniform leaf weights and optimized leaf
weights, and the detailed procedure to obtain the histograms
can be found in Section IV-A. The vote distribution is more
concentrated on the ground truth pose with optimized leaf
weights.

The experimental results on a synthesized dataset and a real-
world dataset demonstrate that the proposed Hough forest with
optimized leaves can estimate hand pose accurately compared
to traditional Hough forest [3] and recent CNN-based meth-
ods [6], [8]. Particularly, in contrast to the CNN-based methods
that generally need powerful GPU cards for training/testing
and large amount of storage to store the learned parameters of
convolutional layers for feature extraction and fully connected
layers for prediction, the proposed method can achieve com-
parable prediction accuracy and frames-per-second but with
only CPU support and a hand-crafted feature [20], and the
trained model is very compact for storage. This makes the
proposed method flexible in application, such as on mobile
platforms. For qualitative evaluations, we have tested the
proposed method with different depth cameras, including a
SoftKinetic DS325 camera and an Intel Realsense camera
using the forest trained on synthesis dataset, which shows it
can correctly predict hand pose for very challenging postures,
e.g., a fist posture rotating backwards, while the state-of-the
art methods [5], [9] cannot work robustly for such cases.
Moreover, we utilize the proposed algorithm to build two
augmented/virtual reality applications to manipulate virtual
objects with bare hands for natural interaction.
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The remainder of this paper is organized as follows. In
Section II, we provide a literature review of related techniques.
In Section III, we present a detailed description and analysis of
the proposed hand pose estimation scheme. In Section IV, we
show the experimental results, performance comparison, and
the HCI application. In Section V, we give our concluding
remarks and further work.

II. RELATED WORK

There has been a lot of work on vision-based hand pose
estimation in literature. Among them, model-based fitting and
template-matching are two main categories of methods, in
which the optimal pose is inferred in either a generative or
discriminative manner, respectively. The model-based fitting
methods are usually built upon a generative deformable hand
model and seek for the optimal pose by iterative adjustment of
pose parameters of the model and compatibility check between
model features and input images [21]. In [22], multiple hand
silhouettes are extracted from the images captured with several
cameras around the hand, where the background is set using
blue boards for easy hand segmentation. A voxel model is
generated with the multiview data and matched to a 3-D hand
model, and the optimal pose is sought to make the hand model
surface stay inside the voxels. In [23], the texture and shading
of the skin are captured from input images and synthesized in
the hand model, and the illumination sources are controlled in
real scenario and simulated during hand modeling. A varia-
tional formulation is proposed to estimate the full DOF hand
pose. In this way, hand pose is recovered quite accurately
since matching ambiguity is largely reduced. However, this
method is difficult to use in real HCI scenarios. In [24], a
Kinect depth camera is adopted to capture the hand image as
it can better handle the background clutter and pose ambigu-
ity in monocular color image, the particle swarm optimization
algorithm is used to find the optimal pose that best fits the
image projection of a 3-D hand model to the input depth
image and skin silhouette. With the point clouds generated
by the depth camera, the iterative closest points algorithm and
its extensions to articulated objects are also commonly used
for hand pose estimation [25], [26], which iteratively build
point-to-point correspondences between model and input point
cloud and seek for the skeleton transform to minimize the dis-
tance between the point pairs. In [5], the hand model is fitted
to both input 3-D point cloud and 2-D hand silhouette for
hand pose estimation. Particularly, optimization of the model-
fitting problem is performed with respect to prelearned low
dimensional hand pose prior, kinematic prior, and temporal
prior altogether to avoid infeasible hand poses and to improve
temporal smoothness. In [27], an elaborate hand model is
adopted to fit to multiview inputs of eight HD cameras, so
that very subtle hand motion can be captured. The finger-
nails are detected in each view by Hough forest classifiers
and used to assist model-fitting for improved accuracy. Similar
ideas have been adopted for RGB-D cameras [28], [29], in
which fingertips are detected in depth images by SVM clas-
sification or morphological analysis and used in combination
with other low-level image features for model-fitting stage,

which can help to speed up convergence and to avoid local
optima. Generally, the initial pose is important to achieve good
model-fitting results, which can be obtained from either tem-
poral reference during tracking [5], [24] or template-matching
methods [29], [30].

The template-matching methods infer hand pose parameters
by directly mapping image features to preindexed templates.
Generally, they need to build a large dataset to cover the
possible hand postures and index it for fast search. During
testing, the input hand pose is recovered by looking for the
templates that share the similar features. In [31], the hand
edge image is encoded into a score value vector by match-
ing to a predefined set of shape templates, and a multivariate
relevance vector machine uses it as the input to retrieve some
pose hypotheses. The optimal pose is obtained by a verification
stage with the hand model projection. In [12], a two-camera
system is presented to capture 6-DOF palm motion and simple
gestures like pinching or pointing for both hands. A pair of
hand silhouettes is extracted and coded into binary strings for
fast query in the database to retrieve the hand pose. In [32],
an isometric self-organizing map is used to learn a nonlinear
mapping between image features and pose, which reduces the
dataset redundancy by grouping templates with similar fea-
tures and poses together. The hand edges are captured at only
depth discontinuities with a multiflash camera and encoded
into shape context for matching. In [20], the hand joint param-
eters are decomposed into many overlapping subsets and
the local sensitivity hashing algorithm is adopted to get the
partial estimations for the subsets, which are further inte-
grated by an EM-like algorithm to obtain the fused prediction.
Since monocular color images lack discriminative power for
hand pose recovery, template-matching-based methods usually
retrieve a set of ambiguous pose candidates. Traditionally,
this issue is solved using multicamera setting [12], [33],
temporal constraints [34], or verification with a hand
model [31], [35].

The depth cameras largely alleviate ambiguous predictions
of template-matching methods as they can capture more
detailed 3-D structure of the hand surface to resolve ambi-
guity. Girshick et al. [17] proposed to directly regress for the
body joints from the depth images. With a prelearned random
regression forest, a set of voting local image patches are ran-
domly sampled from the image and cast their votes for the
joint positions, and the votes from all the voting-elements are
fused by mean-shift algorithm to give the final predictions.
As each voting patch only utilizes partial image observations,
the method is more robust than that rely on global image
descriptors against imperfect inputs, e.g., inaccurate hand seg-
mentation. Very similar ideas are then used for head and hand
pose estimation [3], [15] and prove to be effective. However, in
these earlier works [3], [17], the correlations between different
body and hand joints are not well utilized during regression.
Therefore, many following researches have focused on how
to utilize such correlations with the random forest, e.g., hier-
archical regression [4], [36] and late fusion with hand joint
correlations [37], [38]. But these improvements do not directly
benefit our task to estimate the unconstrained 6-DOF hand
motion.
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(b)

Fig. 3. (a) Global hand pose to be predicted. This example has zero rota-
tion angles for all three axes. (b) Depth context descriptor [20]. The red
circle denotes the current pixel and the blue circles denote the context points.
(c) Random decision tree in Hough forest.

Recently, the CNN-based methods are gaining popularity in
the field of hand pose estimation [6]—[8], [39], which include
convolutional layers for image feature extraction and fully
connected layers for prediction. During training, the param-
eters of both convolutional layers and fully connected layers
are jointly learned to minimize prediction error, so that fea-
ture extraction is optimized for the hand pose estimation task.
With such capabilities, these methods have demonstrated supe-
rior performance for full-DOF hand pose estimation. However,
they generally need GPU support during runtime and rela-
tively large memory space to store the network parameters.
This may pose an issue on emerging mobile platforms, such
as Oculus Rift and Microsoft Hololens, which are limited in
computational power and storage.

III. HOUGH FOREST WITH OPTIMIZED LEAVES

As discussed in Section I, our goal is to estimate global
hand pose @, including 3-D hand rotation and translation from
depth images, which are defined as Euler angles of pitch, yaw,
and roll rotations of the hand and the 3-D hand position, i.e.,
® = (0,v), where 8 = (0, 6y, 6;) is the global rotation angles,
and v = (x¢, ye, Z¢) 1s the position of an anatomical stable point
on the hand such as the palm center, as illustrated in Fig. 3(a).

The Hough forest [16] is utilized to predict ® from a sin-
gle input frame /. It is an ensemble of 7" random decision
trees, each of which is trained independently with a bootstrap
training set. Following the previous work on Hough-voting-
based pose estimation [3], [18], the Hough forest is learned
to map the local features of a set of Hough voting pixels to
the probabilistic votes for the hand pose. During testing, the
per-pixel votes from all voting pixels are fused to predict @,
which proves quite robust against noisy inputs. We adopt the
depth context descriptor [20] as local pixel feature for regres-
sion with the Hough forest. For a pixel p, its depth context
descriptor D is defined as the set of depth differences between
p and a number of context points

Ui .
D= Ip—i——)—](p)‘l:l,...,B} (1)
e 7
where I(p) is the depth value at pixel p, u; is the offset between
the context point and the current pixel and p + u;/I(p) is the
depth-normalized coordinate of the context point to ensure
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depth invariance of the descriptor. Fig. 3(b) shows an exam-
ple of D. This kind of features relying on the depth difference
is depth-invariant, fast to compute and has demonstrated their
good performance for both pose estimation and gesture recog-
nition [3], [18], [20]. To ensure D can capture the fine 3-D
structure of the neighborhood, its dimensionality is around sev-
eral hundreds. Each tree in the Hough forest contains a set of
nonleaf nodes and leaf nodes, which are denoted as green and
pink circles in Fig. 3(c), respectively. The root node is at the
top level of each tree. Each nonleaf node contains a split func-
tion and has two children nodes. The split function is defined
as a Boolean function to determine which child branch a pixel
should reach based on the feature value of its depth context
descriptor during testing, i.e., a pixel reaches the left branch
if the split function value is true and vice versa. Each leaf
node stores a single relative vote for hand pose and the asso-
ciated voting weight, which are also learned ruing training.
During testing, if a pixel reaches a leaf node, its pose vote
and weight are assigned to this pixel for Hough voting. Let
the vote and weight be (6, A, w), where 0 is the prediction
of hand rotation angles, A is the 3-D offset between a pixel
and the predicted palm center, and w is a 6-D vector to repre-
sent the voting weight of each dimension of hand pose. Their
detailed description can be found in Section III-A.

Fig. 4 illustrates the Hough-voting-based hand pose
prediction pipeline for a query image /; using a pretrained
Hough forest. First, a set of Ny voting pixels {p;} are uniformly
sampled over the hand region in ;. Second, these pixels cast
their pose votes independently with the Hough forest. To this
end, each pixel p; is sent to the root node of each tree, and
determines to reach whether the left or right branch based
on its depth descriptor value at the nonleaf nodes, and thus
gradually branches down each tree in the forest until a leaf
node is reached. Therefore, each voting pixel retrieves totally
T votes from the leaf nodes it reaches in all the trees. Let the
votes be {®;, w,-j}szl, where ®;; is the vote for the hand pose
and wj; is the voting_ we_ight. Here, ®;; is converted from the
relative pose vote (8, Aj;) retrieved from the forest by set-
ting v;; = Aj; +v;, where v; is the 3-D position of the pixel.
Finally, the fused pose prediction is obtained via Hough voting
as follows.

To perform Hough-voting, a score function P(®|l) is
obtained by aggregating the individual votes from all the
voting pixels. Since ® is unconstrained in 6-D space, its differ-
ent dimensions are thus uncorrelated. Therefore, we can take
P(®|l) = H¢ed> P(¢p|I), where ¢ is one dimension of ®. This
allows us to solve for each dimension of the six parameters in
@ independently during inference. Similar to [3], we use the
weighted Parzen density estimator to evaluate P(¢|l)

P@ID =Y P@lp) =Y wiP(@|ey) ©)

ij

where ¢;; is one dimension of the pixel vote ®;;. Based on this
expression, each retrieved pose vote contributes to the fused
prediction via linear weighting. For hand translation parame-
ters ¢ € v we adopt the Gaussian kernel for P(¢|¢;;) with an
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1) Sampling voting pixels
from the query depth image

2) Retrieved palm pose votes for each voting pixel from
a pre-trained Hough forest

3) Fusing pixel votes via
Hough voting

Fig. 4. Hand pose estimation procedure with a trained Hough forest. Here
only hand rotation is illustrated for clarity, which is represented by the rotated
3-D coordinate system. w is the voting weight of the leaf node.

isotropic variance 4, in all three dimensions

o — ¢l

For hand rotation parameters ¢ € 6 we cannot assume a
Gaussian distribution for P(¢|¢;;) since the angle is in non-
Euclidean space. Instead, we utilize an 1-D wrapped Gaussian
kernel [40] to model P(¢|¢;;) for these rotation parameters
within the range [0, 27]

P@Igy) = Y N (@ — 2er: 6. 83) 4)

Z2€Z

P(ol¢) =

which is basically infinite wrappings of linear Gaussian within
[0,27]. In practice it is shown that the summation over
z € [—2,2] approximates the infinite summation in (4) well
enough [41]. Combining (2)—(4) we see that P(¢|]) is still sum
of Gaussians for both the translation and rotation parameters.
Therefore, for single-frame hand pose, we can seek the optimal
¢* by maximizing P(¢|l) for each dimension of @ indepen-
dently. Note that P(¢|l) takes the form of sum of Gaussians,
this can be efficiently solved by the Mean-shift algorithm [42].

A. Tree Structure Learning

To train the Hough forest, we collect a set of depth images
{Im}%zl, and annotate each of them with the ground truth rota-
tion angles and center positions of hand, i.e., ®,, = (6,,, V).
From each image I, we uniformly sample a fixed number of
N training pixels {pi,m}?': | and associate them with their depth
context descriptor D; ,,,. Besides, each training pixel is anno-
tated with the ground truth hand rotation 8, ,, = @,,, the offset
A; , between the 3-D position v; ,, of the pixel and the ground
truth palm center position v,,. The forest is trained to learn a
nonlinear mapping between local pixel features and hand pose
parameters.

During training, each tree of the forest is built with a boot-
strap subset of the annotated data. Starting from the root node,
the training samples are split into two subsets recursively to
reduce the prediction errors at the child nodes. At the nonleaf
nodes, a set of candidate split functions {ys} are randomly
generated as the proposals for node splitting, which takes the
following form:

Di<t ®)

where D; is a randomly selected dimension of D by sam-
pling the feature dimension index i € [1,...,B], and t is

also a random threshold value to determine whether to branch
to the left or right children. The optimal split function is
selected to maximize a gain measure G(y) based on hand
pose distribution in the training samples that reach the node

Y = arg max G()

As
%H As¥)) | (©)

argmax | H(A) —
gms >

se{l,r}

where A is the set of samples reaching the current node and A;
and A, are the two subsets of A split by . The function H(A)
is defined as the variance of the hand pose among the samples
in A to measure the pose uncertainty. Given the optimal split
function ¥* is learned, the pixels for which y* takes Boolean
value true are split into the left child branch and vice versa.
Since we assume that the global hand pose is unconstrained,
the different dimensions of @ are regarded as independent. Its
variance is calculated via H = 3<21> = (Si +8§X +6§V +8§Z. Here,
82 is the variance of the 3-D sample offsets )
1 <12
8=y 2l -4 ™
JjeA

where A; is the offset associated with a sample and A is the
mean offset in A. 85 is the variance of a rotation angle. Since

the angle follows circular distribution, the circular variance 65
is defined by [40]:

2 2
.4 COSO; .4 Sin 6;
85 —1— ZJ A J + Z/GA J ] (8)
|A] Al

At the start, each tree is initialized with an empty root node
at first, and the training samples at the root node are split into
the left and right branches based on the optimal split func-
tion ¥*. The samples reaching each branch are then used to
construct a new tree node by either continuing the splitting
procedure or ending up splitting to obtain a leaf node. This
is done by checking whether certain stopping criteria are met,
e.g., the pose of the samples are pure enough, or the maxi-
mum depth is reached. For each leaf node, its pose vote is
represented by the mean pose in the sample set A reaching it

-
AZWZA/

JjeA

- 1 1
0 = atan2 | — sin9;, — cos 0 |. )
Al jZA Al ]ZA

Since the discriminative power of the leaf nodes are gener-
ally unequal for hand pose estimation, we use a weighting
coefficient vector w to represent their importance during
Hough-voting. The next section addresses the problem to seek
for the optimal weighting coefficients for all the leaf nodes.

B. Leaf Weight Optimization

According to Section III-A, the Hough forest is learned to
minimize the prediction error for the sampled training pix-
els and focuses more on per-pixel prediction performance.
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However, during the testing stage, the goal is to fuse the
pose votes from the Hough-voting pixels to get more robust
prediction for the query image, which lays more stress on per-
frame prediction performance. Especially, these voting pixels
do not contribute equally to the per-frame prediction and it is
necessary to weigh their votes according to their confidence
during fusion. However, the problem is not well studied in
literature. In [17], a vote length threshold scheme is adopted
in the problem of human pose estimation, in which a vote
for certain joint position is assigned zero weight if its norm
exceeds certain threshold. In [15], a variance-based weighting
scheme is used for head pose estimation with Hough forest,
and a leaf node in the forest is assigned a zero weight if the
pose variance of training samples reaching that node exceeds
certain threshold. However, they are not principled solutions,
e.g., the threshold value is found by testing many different
thresholds values on validation datasets to pick up the one
that produces the best prediction. Besides, those votes that
are filtered out by threshold may still contain useful informa-
tion for prediction, e.g., contribution to fused prediction in a
relatively small weight.

Based on (2), the contribution of each per-pixel pose vote
to the fused prediction is represented as a linear weighting
coefficient. Since the per-pixel votes are obtained at the leaf
nodes of the Hough forest which are reached by each voting
pixel, the weighting coefficient largely relies on the discrimi-
native power of these leaves. This suggests a way to gap the
per-pixel training objective and the per-frame testing objective.
To this end, we derive a per-frame pose prediction for each
training image based on the sampled training pixels used dur-
ing tree-structure learning, and propose to further minimize the
per-frame prediction error on the training dataset by adjusting
the linear weighting coefficient w of the leaf nodes with fixed
prelearned tree structures.

Fig. 5 illustrates the pipeline to learn the voting weights of
the leaves. Here, we consider the case of a single tree and a
single pose dimension ¢ € ®. Let V = {¢, wk}kK:1 be the set
of pose votes stored at all the leaf nodes and the associated
voting weights to be optimized, where K is the number of
leaf nodes. Basically, our goal to optimize the weights of the
leaf nodes is achieved by minimizing the average per-frame
prediction error on the entire training dataset

M
W* = arg mui/n 2:1 E<</5m, ¢m) + AW
m—

st. W=>0 (10)

where W = [wy, ..., wg]? is the concatenated vector of the
leaf weights, ¢,, is the per-frame prediction, ¢, is the ground
truth pose, and E((f)m, ¢m) 1s the prediction error on 7,,,. W > 0
enforces all the leaf weights to be non-negative. ||W||? is a
regularization term and A is a positive constant to weigh its
significance. For hand translation parameters ¢ € v, the error
metric E is defined as the squared difference between ¢,, and
¢m. For hand rotation parameters ¢ € @, though, the error
metric cannot be defined in this way since the angle is in non-
Euclidean space. Thus, we define E as the squared distance
between the two points corresponding to the angles ¢m and
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¢, on a unit circle to avoid introducing discontinuity in the
error metric

[lp-al
B ”cosq;m — COS Py 2+ Hsinq;,,l—sinqﬁ,,,”2 ¢ <.
11

Now, we provide the derivation of per-frame predictions
as a function of leaf weight vector W on the training images.
According to Section III-A, we uniformly sample a fixed num-
ber of N pixels from each training image I,,, to construct the
forest. For each image used in tree structure learning, we
keep track of the destination leaf nodes of the training pix-
els sampled from it, and define its per-frame prediction as the
weighted sum of the votes stored at the reached leaf nodes. As
shown in Fig. 5, after the tree structure is learned, each of the
N pixels reaches one leaf node, and it is possible that multiple
pixels from one image reach the same leaf node. This can be
represented by a vector q,, = [qm.1, .., qm, K]T, in which each
element g, ; is the number of pixels that are sampled from
the training image /,, and reach the kth leaf node. g, can be
normalized so that its elements sum to one to simplify the
following derivation. Let ¢ = [431, ce, qEK]T be the concate-
nation of all the leaf votes from V. For each training image
I, its prediction (ﬁm can be expressed as

By = @ o )W pev
"™ | atan2[(g,, o sing)" W, (g,, o cos )’ W] ¢ €8
(12)

where o denotes the Hadamard product and sin¢ and cos ¢
calculate the element-wise sine and cosine values for the rota-
tion angles in ¢. By combining (11) and (12) we show the
optimization problem (10) can be converted to a standard
bound-constrained least squares problem.

Here, we define three auxiliary matrices Q,A €
and B € RM to express E as a quadratic form of W. Q =
[qy, - -..qy]" records the hits on the leaf nodes of the forest
for all the training images. A = [¢, ..., ¢]T stacks the vec-
tor ¢ for M repetitive rows. B = [¢y, ..., ¢M]T stores the
ground truth pose of the training images. First, consider the
translation parameters ¢ € v. Let Agp = Q o A. The error term
Z%zlE(qu, ¢mn) in (10) can be rewritten as HAQW—B”2.
Thus, we have

RMXK,

W* = arg min WTALAQW — 2BT AgW + A W2

= argmin W/ (AEAQ + u)w —2BTAgW

st.  W=>0. (13)

We can see the task to find W* is now a standard constrained
quadratic programming problem. Similarly, the derivation
holds for the rotation parameters ¢ € 6, except that the matri-
ces O, A, and B need to include both the cosine and sine
parts based on the error metric for rotation angles in (11).
Specifically, @' = [QT, Q717 stacks the matrix Q for twice;
A" = [cosAT, sinAT]T stacks both the element-wise cosine
and sine values of A. B = [cosBT,sinBT]T stores the
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Training images with ground-truth
pose and 3 sampled voting pixels

With tree structure learned, leaf hits are
recorded for each training image

1 11 e I NI d
13,00 001 ™ = 8" =] >
3 . N S w3 :

0 1 0 2|« 0l |

¥ i Y S
Q A W B

Leaf weights  GT pose |
Leaf weight optimization. Left: fused per-frame hand pose predictions as a
function of leaf weights. Right: ground-truth hand pose.

Fig. 5. Example to illustrate leaf weight optimization for a single rotation parameter. The red arrows denote the rotation angles. In this simple example three

pixels are sampled from each training image, which are denoted as pink crosses. ¢y, ...

, qp records the hit counts of the sampled training voting pixels on

the leaf nodes for each training image. The objective of leaf weight learning is to minimize the sum of per-frame prediction error on the training dataset.

element-wise cosine and sine values for the ground truth rota-
tion angles. Let A/, = Q' o A’ and substitute A’Q and B’
into (13), and the problem to find W* for ¢ € 6 is also
converted to a constrained quadratic programming problem.

In general, the numbers of the training images and the leaf
nodes in the regression forest are very huge, and the size of
the matrix Ag is very huge, i.e., at the magnitude of 10* x
10*. However, since the number of training pixels per image
is relatively small, i.e., several hundreds, and usually many
of the pixels from the same image also go to the same leaf
node, Ap is actually very sparse. Therefore, we utilize the
interior-point-convex quadric programming algorithm [43] to
solve (13), which usually takes less than one hour to converge
for a single dimension ¢ € ® in a single tree.

IV. EXPERIMENTAL RESULTS

This section presents the experiments of global hand pose
estimation on a synthesized dataset, a real-world dataset and
real-time video sequences. The synthesized dataset is obtained
by driving a 3-D hand model [20] with various finger artic-
ulation and hand rotation parameters to generate synthesize
hand depth images with computer graphic methods, which
thus contain accurate global hand pose annotations. In addi-
tion, the proposed method is also evaluated on the real-world
hand pose dataset [36] to demonstrate its capability to han-
dle noisy real depth data. Finally, we use the SoftKinetic
DS325 and Intel Realsense depth camera to capture real-
world hand depth videos and compare the proposed method
to state-of-the-art hand tracking solutions from industry
and academy.

In all the tests in this section, the resolution of the images
is 320 x 240. The forests consist of three trees, which
follows previous work on Hough forest-based hand pose
estimation [18]. To train each tree of the Hough forest,
200 pixels are uniformly sampled from each training image
and 10000 candidate split functions are generated. During
testing, 1000 pixels are uniformly sampled from the hand
region for spatial voting. All evaluated methods were coded
in C++/OpenCV except that the leaf weight optimization
algorithm in Section III-B was implemented in MATLAB.
Training is performed on a workstation with Intel Xeon
E5620 2.4 GHz CPU and 32 GB RAM. The online tests

T2 T3 T4 TS5

Fig. 6. Basic hand posture templates to generate the synthesis dataset.

are performed on a PC with Intel i5 3.2 GHz CPU without
parallelization.

A. Quantitative Evaluation on Synthesis Dataset

In this experiment, we test the performance of the proposed
Hough forest on a synthesis dataset. The 3-D hand model [20]
to generate this dataset consists of a skeleton system and a
skin surface mesh to simulate the real hand. The skeleton is
modeled as kinematic chains of bones in a tree structure with
the root at the wrist. The skin mesh consists of 7000 trian-
gles. The palm center is set as the central point on the middle
Metacarpal bone on the model skeleton. Give a hypothesized
hand pose, the skeleton is updated via forward kinematics,
and skin mesh is then updated via skeleton subspace defor-
mation. The hand poses for data synthesis contain variations
of both global hand rotation and local finger articulation. The
global hand rotation is confined within (—20°, 60°) around the
x-axis, (—180°,30°) around y-axis and (—60°, 60°) around
the z-axis, which have covered most of the natural hand rota-
tion ranges. It is uniformly discretized into 864 viewpoints.
The definition of rotation axis can be referred to Fig. 3.
The local finger articulation consists of ten basic hand pos-
ture templates, as illustrated in Fig. 6. For each of the ten
basic templates, the fingers are also allowed to move in small
ranges, which give in total 60 static hand postures. Overall,
the number of images in this dataset is around 50 k, and
each of them is annotated with ground truth global hand pose
parameters.
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Fig. 7. Hand pose estimation results on the synthesis dataset for different values of maximum tree depth. (a) Translation v prediction. (b) Pitch angle 6y
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Fig. 8.

Tllustration of vote distribution histograms obtained with optimized leaf weights within [0, 360°] for the three rotation angles, where the ground truth

angles are illustrated with red lines. First row: input depth images. Second row: ¢ prediction. Third row: ¢y prediction. Fourth row: 6, prediction.

The experimental results are based on single-frame eval-
uation as the synthesis images are generated independently.
To evaluate the prediction accuracy, we perform fivefold cross
validation, and in each fold 80% of all the images are used
for forest training and the rest 20% for testing. For 3-D hand
translation, the prediction accuracy is evaluated in terms of the
average distance between the prediction and the ground truth.
For 3-D hand rotation angles we follow the conventions [44]
to define the prediction error between prediction ¢ and ground
truth ¢ as their absolute difference:

D($,¢) = |($ —¢) mod +180°|. (14)

Similarly, the prediction performance is evaluated in terms of
the average angle error between the prediction and the ground
truth. To perform the experiment, we use the training data to
learn the tree structures for several different values of maxi-
mum tree depth ranging within [8, 20] to better understand the
performance of our leaf weight optimization algorithm with
respect to different numbers of leaf nodes. Table I provides
the average number of leaf nodes per-tree and the correspond-
ing times costs for Hough forest training and leaf weight
optimization during the training stage.

In Fig. 7, we compare hand pose estimation results obtained
by optimized and uniform leaf weights, which show the
prediction errors for 3-D translation and rotation angles and
the average per-frame time costs for different tree depths
of the forest. Overall, the proposed leaf weight optimization

TABLE I
AVERAGE NUMBER OF LEAF NODES PER-TREE AND THE
CORRESPONDING TRAINING TIME COSTS WITH RESPECT TO DIFFERENT
TREE DEPTHS. FT: FOREST TRAINING. LWO: LEAF WEIGHT
OPTIMIZATION. H: HOUR. M: MINUTE. S: SECOND

Tree Depth 8 10 12 16 20
Leaf Node Number 254 924 2526 10422 | 20951
FT Time Cost 3h05m | 4h03m | 4h31m | 5h43m | 7h27m
LWO Time Cost 51s 2m40s | 10m38s| 1h34m | 12h30m

algorithm largely improves the prediction accuracy for both
3-D hand translation and rotation compared to uniform leaf
weights. For hand translation, the proposed leaf weight
optimization scheme reduces the prediction error by 11.6%
on average. For hand rotation, even with relatively low tree
depth, e.g., 8, the prediction errors with optimized leaf weights
are only 17.2°, 17.9°, and 13.9° for the three rotation angles,
which is even better than the performance of the depth-10
forest with uniform leaf weights. Particularly, for the 6 rota-
tion which ranges between (—180°,30°) and has the largest
appearance ambiguity, the forest with optimized leaf weights
reduces the prediction error by 49.8% on average. In Fig. 7(e),
we also present the average per-frame time costs for hand pose
prediction, which shows that the proposed method does not
require extra time costs compared to the forest with uniform
leaf weights. The time costs do not change much with dif-
ferent tree depths, and are below 12 ms on average, which
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AVERAGE PREDICTION ERRORS FOR HAND TRANSLATION (CM) AND ROTATION (DEGREE)

FOR EACH BASIC HAND TEMPLATE IN SYNTHESIZED DATASET
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(a)

Hyper-parameter tests for the number of per-frame training pixels N. (a) Translation v prediction. (b) Pitch angle

(b) (©) (d)

prediction. (d) Roll angle 6, prediction. (e) Training time cost.

Average Prediction Error (CM)

Fig. 10.
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Uniform Leaf Weights Optimized Leaf Weights

v (em) | Oz(0) | Oy(o) | 02(0) | v (cm) | O7(0) | Oy(o) | 62(0)

T1 0.61 8.76 791 8.91 0.61 4.68 5.85 5.64

T2 0.48 6.24 6.67 8.73 0.45 4.47 5.90 4.12

T3 0.51 5.78 5.47 7.37 0.45 4.09 4.83 4.08

T4 0.75 7.14 5.38 7.50 0.61 4.16 5.10 5.12

T5 0.95 5.49 7.94 7.55 0.73 4.00 5.36 4.12

T6 0.86 5.84 5.06 7.73 0.68 4.06 5.52 4.19

T7 0.39 7.78 6.74 8.11 0.40 4.42 5.21 4.39

T8 0.36 5.80 5.24 6.96 0.35 4.09 4.48 3.72

T9 0.36 5.74 5.47 7.11 0.36 4.31 4.53 3.75

T10 0.39 7.64 6.28 8.04 0.40 4.44 5.17 4.63

Avg. 0.57 6.62 6.21 7.80 0.51 4.27 5.20 4.38

Std Dev 0.22 1.13 1.08 0.65 0.14 0.23 0.49 0.60
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is sufficient for most real-time applications. Fig. 8 illustrates
the vote distribution histograms with optimized leaf weights,
in which ground truth rotation angles are shown in red lines.
The vote distribution histograms are obtained by first discretiz-
ing angle range 0°, 360° into 180 bins and then counting the
weighted number of voting pixels that falls into each bin of
the histograms. That is, if the angle vote of a voting pixel
falls into a certain bin of the histogram, the bin value is then
increased by the voting weight of the pixel. This process is
repeated for all the voting pixels to obtain the final histogram.
As the rotation angle is periodic with 360°, we round the neg-
ative angle values into [0, 360°] by adding 360° to them to
simplify drawing the histograms. We can see that the distribu-
tions with optimized weights generally concentrate on ground
truths.

As ten basic hand posture templates are used to synthe-
size this dataset, in Table II, we provide the pose prediction
results for each of them separately for tree depth of 20.
The average and standard deviation are also calculated for
prediction errors of the ten templates to evaluate the capability
of consistent prediction for different hand shapes. As shown
in Table II, the proposed leaf weight optimization method not
only reduces pose prediction error but also produces consistent
predictions for different postures. Again, it is worth noting that
the proposed method can work for hand pose estimation with
arbitrary postures and is not limited to these ten templates.

We have also investigated influence of certain hyper-
parameters on system performance, including the numbers of
per-frame training pixels N and candidate split functions. The
results are illustrated in Figs. 9 and 10. For each test, the
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Fig. 11. Failure cases for yaw rotation prediction. Red lines indicate ground
truth and blue lines indicate predicted pose.

uninvestigated parameters take the same values as in the begin-
ning of Section IV. Meanwhile, despite that the proposed leaf
weight optimization algorithm improves hand pose prediction
accuracy considerably, there are still cases in which the hand
appearance poses ambiguity for prediction, as in Fig. 11.
In these examples the hand looks very similar from several
different perspectives, e.g., frontal and back views.

B. Quantitative Evaluation on Real Dataset

The experiments on real-world data is performed on MSRA
Hand Gesture database [36], which includes totally 76 k
annotated depth images from nine different subjects. There
are some other datasets such as NYU and ICVL hand pose
datasets [4], [6], but the hand rotation range in their test-
ing images is relatively small compared to [36]. Thus, they
are more suitable for full-DOF hand pose estimation rather
than 3-D hand rotation estimation. In contrast, the MSRA
dataset contains hand images in larger hand rotation range,
as illustrated in Fig. 12. As the annotations in MSRA dataset
are the 3-D positions of 21 hand joints in each image as
in left of Fig. 13, we need to convert them to 3-D hand
translation and rotation for evaluation. To this end, we define
the 3-D hand translation as the wrist position, i.e., joint 1
in Fig. 13. To calculate the 3-D rotation angles, we define
the rotated y-axis of hand to be along the vector pointing
from wrist to the middle metacapophalangeal joint (joint 10)
as in right of Fig. 13. Let this normalized vector be y. We
then calculate three normalized vectors pointing from hand
wrist to the middle metacapophalangeal joints of pinky (joint
18), ring (joint 14), and index (joint 6) fingers, i.e., &, @2,
and a3. The rotated z-axis of hand is taken to be the aver-
age of the cross products y x &1, y X &, and &3 X y to
reduce the influence of annotation noise. The rotated x-axis
is obtained by applying orthogonality, and the 3-D Euler rota-
tion angles are calculated based on the rotated hand coordinate
system.

We further implemented the single-view CNN-based
method [6] with the Torch7 [45] framework for compari-
son. The method in [6] first adopts CNN to regress for the
2-D positions of hand joints, and then applies a generative
model-fitting phase to refines hand pose prediction from CNN.
For fair comparison, we only implemented their CNN regres-
sion framework and compare their results to the proposed
method. Specifically, we convert the estimated 2-D hand joint
positions to 3-D positions by taking the depth of a joint
to be the value at the predicted 2-D position in the depth
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Fig. 12.

Exemplar images in MSRA Hand Gesture database [36].

Fig. 13.  Left: annotated hand joint positions in MSRA Hand Gesture
database [36]. Right: conversion of joint annotation to Euler angles of 3-D
hand rotation.

images. The 3-D hand joint position can be obtained by cam-
era back-projection based on 2-D hand joint position and
depth value. With the 3-D positions of all hand joints, the
3-D hand translation and rotation angles are calculated via
the process in right of Fig. 13. In addition, we also com-
pare the proposed method to the state-of-the-art multiview
CNNs algorithm [8], which directly predicts 3-D positions
of hand joints. Similarly, its prediction can be converted to
global hand pose following Fig. 13. Both methods [6], [8]
are tested on a GPU workstation with two Nvidia Tesla
K20 GPUs.

Table III presents the pose prediction errors, per-frame time
costs, and trained model sizes obtained by Hough forests
with both uniform and optimized leaf weights and the CNN-
based method [6], [8]. The results are obtained by training
Hough forest and CNN on eight of the subjects in MSRA
Hand Gesture database [36] and testing on the remaining one.
It again shows that the optimized leaf weights reduce hand
pose prediction error, particularly for hand rotation angles.
Besides, the proposed method largely outperforms single-
view CNN method [6], and has comparable accuracy with
the multiview CNN method [8]. It is worth noting that our
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TABLE III
HAND POSE PREDICTION ERROR ON REAL-DATASET USING THE FORESTS WITH UNIFORM AND OPTIMIZED LEAF
WEIGHTS AND THE SINGLE-VIEW CNN METHOD [6] AND MULTIVIEW CNNS METHOD [8]

v (ecm) | O5(0) | Oy(o) | 02(o) | Avg. Angle Error (o) | Time Cost | Model Size
HF + Uniform weights 1.47 11.99 9.23 8.05 9.76 11.3ms 16MByte
HF + Optimized weights 1.42 8.63 7.64 7.23 7.83 11.2ms 16MByte
Single-View CNN [6] 1.93 2235 | 19.18 | 18.64 20.06 7.2ms 378MByte
Multi-View CNNs [8] 1.34 9.14 7.69 6.75 7.86 14.1ms 1.1GByte
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Fig. 14. Hand pose prediction accuracy with respect to different tolerance D, and Dy on MSRA Hand Gesture database [36]. (a) Translation v prediction.
(b) Pitch angle 6y prediction. (c) Yaw angle ¢, prediction. (d) Roll angle 6, prediction.

Fig. 15.

Real-time hand pose estimation of the proposed algorithm with a DS325 camera. Row 1: input depth images. Row 2: tracked hand pose.

Fig. 16. Real-time hand pose estimation of the proposed algorithm with an Intel Realsense camera. Row 1: input depth images. Row 2: tracked hand pose.

method requires only CPU in run-time, while both CNN meth-
ods require GPU support. Without any parallelization, the
proposed Hough forest can achieve similar time-performance
to CNN methods that heavily rely on GPU for acceleration.
Moreover, as CNN needs a large number of network parame-
ters to store the convolutional layers for feature extraction and
the full-connected layers for prediction, the resulting model
size is generally quite large compared to Hough forest. As
shown in Table III, our implementation of the single-view
CNN [6] with their network structure requires around 378
MB storage and the multiview CNNs algorithm [8] requires
1.1 GB storage. In contrast, the proposed Hough forest only
occupies 16 MB storage. Thus, it is more flexible for differ-
ent computation platforms, such as Microsoft Hololens and
Oculus Rift. Fig. 14 provides the overall prediction accu-
racy with respect to different values of tolerance D, and Dy,
i.e., the percentage of predictions with errors less than D,
for translation and Dy for rotation. The results are consistent
to Table III.

C. Qualitative Comparison With State-of-the-Arts

In this section, we utilize the forests trained on the synthesis
data in Section IV-A and qualitatively test them on real-world
depth image sequences from a SoftKinetic DS325 camera and
an Intel Realsense camera. The hand region is segmented in the
depth images with the SDKs provided by these two cameras.
For each dimension of 6-D global hand pose, a Kalman filter
is utilized to smooth its prediction independently in succes-
sive frames both in Sections IV-C and IV-D. We illustrate the
predicted global hand pose in terms of transformed 3-D coor-
dinate, and the results obtained with the DS325 camera and
Intel Realsense camera on several exemplar frames are pro-
vided in Figs. 15 and 16. Note that the colors of the coordinate
axes and the definition of zero rotation are in line with that
in Fig. 3. The positive direction of each axis is indicated with
the yellow cap. The results show that the predicted hand pose
obtained by the proposed method is visually very consistent
to real pose.
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Fig. 17.

Hand pose estimation results of [9] with Intel Realsense camera input. First row: input depth images. Second row: estimated hand pose. The red

rectangles denote the positions of thumb fingertip in both the input and reconstructed hand model for reference, and the hand rotation prediction is wrong

when the thumb positions are on different sides of the hand.

<

&= i

Fig. 18.

i WM 20

Wit g
= R

< W &L ¥

Hand pose estimation results of [5] with DS325 camera input. First row: input depth images (the released runnable file only illustrates the binary

hand mask during running). Second row: estimated hand pose. The red rectangles denote the positions of thumb fingertip in both the input and reconstructed
hand model for reference, and the hand rotation prediction is wrong when the thumb positions are on different sides of the hand.

For qualitative comparison, we test the state-of-the-art
Intel Hand Tracking Library [9] from industry and the
Articulated-ICP method [5] from academia, and the user per-
forms similar postures as that in Figs. 15 and 16. Both methods
provide full-DOF hand tracking functionality. Since 6-DOF
global hand pose is an intrinsic subset of full-DOF hand
pose parameters, we focus on their 3-D hand translation and
rotation prediction performance in this test. The former is
used with the Intel Realsense camera and the latter is used
with the DS325 camera due to the requirement of the SDKs.
Figs. 17 and 18 present some exemplar frames of the results
obtained with [5] and [9]. Overall, for postures that have a dis-
tinctive pattern, such as fully stretched hand postures, these
two SDKs perform relatively well. However, for ambiguous
postures, such as fist posture or when all fingers are side-by-
side, they usually cannot predict the correct hand pose well and
can get confused between the back and frontal viewpoints. In
contrast, the proposed algorithm with optimized leaf weights
can predict hand pose much more robustly against rapidly
changing hand postures and rotation angles. Even for postures
like a rotating fist, the hand pose can still be predicted accu-
rately. The detailed video results for the proposed algorithm
with optimized leaf weights on Intel/DS325 cameras and that
of [5] and [9] can be found on our website.!

D. Applications

This section presents two virtual/augmented reality applica-
tions based on the proposed hand pose estimation algorithm,
which allow users to manipulate virtual objects with bare
hands. For command inputs we implement the shape classifica-
tion forest in [46] to recognize user’s hand gestures. As in [46],
during training, a number of pixels are sampled from each
training image and associated with the corresponding depth
context features, and each pixel takes the same gesture label
to the image that they are from. The forest is trained to mini-
mize the entropy of gesture label distributions for intermediate

1 https://sites.google.com/site/seraphlh

Fig. 19. Virtual object manipulation via global hand pose estimation and
gesture recognition. The up-left corner of each frame shows the input image.

node splitting. At the leaf node, we store a histogram to repre-
sent the probabilistic gesture class distribution. During testing,
a number of N, gesture voting pixels retrieve a set of gesture
votes {H,-j}szl, where Hj; is the gesture distribution histogram
retrieved by pixel i from tree j and H;;(/) represents the proba-
bility that the gesture prediction is /. The optimal hand gesture
I* is predicted by

1
I* = P H;:(]). 15
arggnax NoxT ; (D (15)

The first application is virtual object manipulation in virtual
reality, in which a user can grasp a virtual ball and examine it
from different perspectives. The shape classification forest rec-
ognizes open and close hand gestures to allow the grasp action.
We adopt the grasping control pipeline in [47] to map the dis-
crete open/close hand states to continuous grasping motion.
During runtime, the system checks the states of grasping when
the 6-D hand pose and gesture are recovered. In case that a
close hand gesture is detected, i.e., grasping motion, it per-
forms collision detection between the virtual hand and the
virtual ball. If collision occurs, the ball moves and rotates fol-
lowing the 6-D hand motion. The object is released if an open
hand gesture is detected after a successful grasping. Fig. 19
illustrates the scenario and a grasping example.

The second application is an augmented reality system so
that a virtual teapot is visually put upon the real hand in RGB
images and three hand gestures are used to change the teapot
color, as shown in Fig. 20. This application is publicly demoed
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Fig. 20. Teapot inspection and color selection via global hand pose estimation
and gesture recognition.

in real-time at ACM MM 15 [48]. The SoftKinetic DS325 cam-
era is used to capture both RGB and depth images of user’s
hand and the global hand motion and gesture information are
predicted from depth images. The depth and color sensors
of the DS325 camera are calibrated in advance to transform
the global hand pose recovered from the depth to the coor-
dinate system centered at the color sensor. The virtual teapot
is then rendered according to the transformed hand pose and
gesture, and projected onto the image plane with OpenGL,
which is then overlaid on the RGB image. To get realistic
visual feedback, we define a visibility term for the teapot
based on hand rotation angles to reflect hand-object occlusion,
which is implemented via controlling the transparency effect
in OpenGL with the roll angle of hand. That is, the teapot is
fully opaque when the palm is facing the camera, and becomes
gradually transparent when it rotates backwards. The whole
video for both applications can be found on our website.!

V. CONCLUSION

In this paper, we present a Hough forest-based algo-
rithm to estimate global hand motion with arbitrary postures.
To improve per-frame pose prediction in the Hough-voting
scheme, we propose to optimize the voting weights of leaf
nodes so that the average error between the ground truth hand
pose and the fused predictions of the training images is min-
imized. The task is formulated as a constrained quadratic
programming problem and can be solved efficiently. The
method is tested on both a synthesis dataset and a real-world
dataset containing large viewpoint variations and various finger
motions, and improves prediction accuracy considerably com-
pared to rivals. Comparison to state-of-the-art hand tracking
systems also demonstrates the effectiveness of the proposed
algorithm. Based on these techniques, we develop two real-
time HCI applications to allow users to manipulate virtual
objects with bare hands. The proposed algorithm still has
large potential to exploit in the areas of visualization and HCI,
and we plan to integrate it with real-world applications, such
as virtual mechanical part manipulation in computer-aided
design.
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