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a b s t r a c t 

Recent studies have shown that aggregating convolutional features of a Convolutional Neural Network 

(CNN) can obtain impressive performance for a variety of computer vision tasks. The Symmetric Posi- 

tive Definite (SPD) matrix becomes a powerful tool due to its remarkable ability to learn an appropriate 

statistic representation to characterize the underlying structure of visual features. In this paper, we pro- 

pose a method of aggregating deep convolutional features into a robust representation through the SPD 

generation and the SPD transformation under an end-to-end deep network. To this end, several new lay- 

ers are introduced in our method, including a nonlinear kernel generation layer, a matrix transformation 

layer, and a vector transformation layer. The nonlinear kernel generation layer is employed to aggre- 

gate convolutional features into a kernel matrix which is guaranteed to be an SPD matrix. The matrix 

transformation layer is designed to project the original SPD representation to a more compact and dis- 

criminative SPD manifold. The vectorization and normalization operations are performed in the vector 

transformation layer to take the upper triangle elements of the SPD representation and carry out the 

power normalization and l 2 normalization to reduce the redundancy and accelerate the convergence. The 

SPD matrix in our network can be considered as a mid-level representation bridging convolutional fea- 

tures and high-level semantic features. Results of extensive experiments show that our method notably 

outperforms state-of-the-art methods. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Deep Convolutional Neural Networks (CNNs) have shown great

uccess in many vision tasks. There are several successful net-

orks, e.g., VGG [1] and ResNet [2] . Driven by the emergence of

arge-scale data sets and fast development of computation power,

eatures based on CNNs have proven to perform remarkably well

n a wide range of visual recognition tasks. Liu et al. [3] , and

abenko and Lempitsky [4] demonstrated that convolutional fea-

ures can be seen as a set of local features which can capture the

isual representation related to objects. To make better use of deep

onvolutional features, many efforts have been devoted to aggre-

ating them, such as max pooling [5] , cross-dimensional pooling

6] , sum pooling [4] , and bilinear pooling [3,7] . However, model-

ng these convolutional features to boost the feature learning abil-

ty of a CNN is still a challenging task. This work investigates a

ore effective scheme to aggregate convolutional features into a
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obust representation via a Symmetric Positive Definite (SPD) man-

fold network in an end-to-end framework. 

The SPD matrix has shown the powerful representation ability

nd been widely used in the computer vision community, such as

he face video recognition [8] , 3D face recognition [9] , medical im-

ge processing [10,11] , and metric learning [12] . Through the the-

ry of the non-Euclidean Riemannian geometry, the SPD matrix of-

en turns out to be better suited in capturing desirable data distri-

ution properties. 

The second-order statistic information of convolutional fea-

ures, e.g., the covariance matrix or Gaussian distribution, is the

ommonly used SPD matrix representation endowed with CNNs

13–15] . The dimensionality of convolutional features extracted

rom CNNs may be much larger than that of hand-crafted features.

s a result, the covariance matrix or Gaussian distribution is infe-

ior to precisely model the real convolutional feature distribution.

hen the dimensionality of features is larger than the number of

eatures, the covariance matrix and Gaussian distribution are Sym-

etric Positive SemiDefinite (PSD) matrices. The PSD matrix rep-

esentation has an unreasonable manifold structure and may lose

https://doi.org/10.1016/j.patcog.2019.03.007
http://www.ScienceDirect.com
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Fig. 1. The flowchart of our SPD aggregation network. We focus on obtaining an robust SPD matrix representation from convolutional features via the SPD generation and 

transformation. The PCA and 1 × 1 convolutional layer are applied to preprocess convolutional features from a pre-trained CNN. Then, the kernel generation layer, matrix 

transformation layer, and vector transformation layer are employed successively. Several visual search tasks are utilized to demonstrate the power of our method only using 

a pre-trained network, and visual classification tasks are under an end-to-end framework by finetuning the network. 
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some high-level variation information among convolutional fea-

tures and be less discriminative than the real SPD representation.

Moreover, most covariance matrices embedded into deep networks

only contain the linear correlation between features. Owning the

ability of capturing the nonlinear relationships between features is

indispensable for a generic representation. 

It is thus desirable that a more discriminative and suitable SPD

representation aggregated from deep convolutional features should

be established in an end-to-end framework for visual analysis. To

this end, we design a series of new layers to overcome the existing

issues aforementioned based on the following two observations. 

• Kernel functions possess an ability of modeling nonlinear re-

lationships of data, and they are easy and flexible to be com-

puted. Wang et al. [16] have witnessed significant advances

of positive definite kernel functions whose kernel matrices are

real SPD matrices, no matter what the dimensionality and the

number of features are. Since many kernel functions are dif-

ferentiable, such as Radial Basis Function (RBF) kernel function,

Polynomial kernel function, and Laplacian kernel function, they

can be readily not only utilized to aggregated features but also

embedded into a network to carry out end-to-end training. The

kernel function is well aligned with the design requirement of

a deep network. 
• Many works [17–19] showed that a learnable mapping from the

SPD matrix to another makes the representation become more

discriminative and task-specific. The mapped matrix is still an

SPD matrix which not only has characteristics of a general SPD

matrix that captures desirable properties of visual features but

also is more suitable and discriminative for the specific visual

task. 

Motivated by empirical observations mentioned above, we in-

troduce a convolutional feature aggregation scheme which consists

of the SPD generation and the SPD transformation. Three new lay-

ers, i.e., a kernel generation layer, a matrix transformation layer,

and a vector transformation layer are designed to replace the tra-

ditional pooling layers and fully connected (FC) layers. In partic-

ular, we deem each feature map as a sample and present a ker-

nel generation layer using a nonlinear kernel function to generate

an SPD matrix. The proposed kernel matrix models nonlinear re-

lationships between feature maps and ensures that the SPD ma-

trix is nonsingular. The proposed matrix transformation layer can

be employed to transform the SPD matrix to a more compact and

discriminative one by learnable parameters. It can not only cap-

ture the real spatial information but also encode high-level vari-

ation information. Thanks to the symmetry property of the SPD

matrix, the vector transformation layer carries out the upper trian-
le vectorization and normalization operations on the SPD matrix.

hrough these layers, a robust vector representation is got under

n end-to-end framework. The proposed SPD aggregation scheme

an also be utilized under a non-learnable process only with a pre-

rained network, except the matrix transformation layer, since the

atrix transformation layer needs to be optimized. The SPD repre-

entation actually acts as a mid-level representation bridging con-

olutional features and high-level semantics features. In this pa-

er, we apply it to visual search and classification tasks to show

he effectiveness of our method in both non-learnable and end-to-

nd frameworks, and the applied network architecture is shown in

ig. 1 . 

In summary, our contributions are three-fold. 

(1) We formulate the convolutional feature aggregation as

an SPD matrix non-linear generation and transformation

problem on the Riemannian manifold to obtain a robust

representation. Our middle-level SPD representation can

well characterize the underlying structure of convolutional

features. 

(2) We carry out the nonlinear aggregation of convolutional fea-

tures under an end-to-end Riemannian deep network archi-

tecture, where three novel layers are introduced. The state-

of-the-art performance of our SPD aggregation network is

consistently achieved over visual search and visual classifi-

cation tasks. 

(3) We exploit the faster matrix operation to speed up the

computation in the kernel generation layer. In addition, we

present the component decomposition and retraction of the

orthogonal Stiefel manifold to carry out the backpropagation

in the matrix transformation layer. 

The remaining sections are organized as follows. We re-

iew recent works about feature aggregation methods in both

he Euclidean Space and Riemannian Space in Section 2 .

ection 3 presents details of our SPD aggregation method. We re-

ort and discuss experimental results in Section 4 , and conclude

he paper in Section 5 . 

. Related work 

Feature aggregation is an important component for computer

ision tasks. Although recent works have witnessed significant ad-

ances of CNNs, it is still a challenging work to find a suitable

ay to aggregate convolutional features. Several state-of-the-art

eature aggregation methods are embedded into the deep network,

uch as Vector of Locally Aggregated Descriptor (VLAD) [20,21] ,

nd Fisher Vector (FV) [22] . Recent researches show that exploiting
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he manifold structure is more effective than the hypothetical Eu-

lidean distribution in several visual tasks. The difference between

ur method and the traditional aggregation methods [20–22] in

he Euclidean space is that we use the powerful SPD manifold to

apture desirable feature distributions. In the following, we review

ypical techniques of feature aggregation in the SPD manifold. 

Recently, the second-order statistic information has been

emonstrated to have better performance than the first-order

tatistic information [13] . The covariance matrix is the commonly

sed second-order statistic information representation, which is on

he SPD manifold. Huang et al. [8] and Faraki et al. [23] aggregated

ocal features into a covariance matrix to represent data. Zhang

t al. [10] employed sparse inverse covariance estimation (SICE) to

odel brain connectivity networks. These methods [8,10,23] model

inear relationships of local features on the SPD manifold, but they

o not utilize the powerful deep features or are not applied in the

nd-to-end framework. By contrast, we build the SPD aggregation

n an end-to-end deep network, capturing complex nonlinear vari-

tion information of features. 

To overcome this issue, Lin et al. [3] presented a general or-

erless bilinear pooling model computing the outer product of lo-

al features. Ionescu et al. [14] proposed a DeepO2P network that

ses a covariance matrix as the image representation and maps

oints on the manifold to the logarithm tangent space, and derived

 new chain rule for derivatives of these operations. These works

3,8,10,14,23] mainly focus on generating a second-order statistics 

epresentation. 

In order to improve the discriminative power of the second-

rder statistics representation, many works devoted to transform-

ng the second-order statistics representation. Li et al. [13] pre-

ented a matrix power normalization (MPN) method on the

econd-order statistics representation. This work can tackle the

SD issue of the covariance matrix. Gao et al. [7] proposed two ver-

ions of compact bilinear pooling (CMP) via the Random Maclaurin

RM) and Tensor Sketch (TS). Kong and Fowlkes [24] introduced

 learnable low-rank bilinear pooling (LRBP) method to reduce

he dimensionality of the bilinear representation. The two works

7,24] aim to relieve the high cost of the computation and mem-

ry of the second-order statistics representation. Yu and Salzmann

25] studied the statistical distribution of the second-order statis- 

ics representation and proposed a statistically-motivated second-

rder (SMSO) pooling. They compressed the second-order repre-

entation to a Chi-square distribution vector and normalized it to

 Gaussian distribution vector. They also introduced a covariance

escriptor unit [15] based on the SMSO pooling and embedded it

nto deep networks. These methods [3,7,13–15,24,25] are confined

o the drawbacks of the covariance matrix or Gaussian distribution.

n contrast, our method exploits the kernel matrix to improve the

SD representation and simple linear relationships between con-

olutional features. Moreover, our SPD transformation consists of

oth the compression and normalization, and our learnable trans-

ormation can implement the mapping from a matrix to another

atrix, not to a vector. Recently, Engin et al. [26] designed a deep

ernel matrix based SPD representation. Compared with [26] , the

ransformation layers in our method lead to a better discriminative

ower. 

Other SPD Riemannian networks mainly map an SPD matrix to

 more discriminative manifold space. Dong et al. [17] , and Huang

nd Gool [18] proposed Riemannian networks contemporaneously,

n which inputs of their networks are SPD matrices. The networks

ap a high dimensional SPD matrix to a low dimensional discrim-

native SPD manifold by a nonlinear mapping. However, the two

orks [17,18] only focused on how to transform the SPD matrix

ithout utilizing the powerful convolutional features. The genera-

ion of the input SPD matrix cannot be guided by the loss function.

n contrast, our method concentrates on both the SPD transforma-
ion and the SPD generation from convolutional features. They are

ointly training in our network. 

Our work is closely related with [13,15,26] . We make it clear

hat the proposed convolutional feature aggregation method is

omposed of the SPD generation and the SPD transformation. Com-

ared with [13] , our method utilizes the kernel matrix as the rep-

esentation instead of the second-order statistic covariance matrix,

haracterizing complex nonlinear variation information of features.

oreover, our aggregation method contains a learnable transfor-

ation process compared with [13] , making the SPD representa-

ion more compact and robust in an end-to-end framework. The

enerated SPD matrix in our method is more powerful than the

ovariance matrix in [15] , avoiding drawbacks of the PSD matrix.

n addition, instead of a mapping from a matrix to a vector, the

ectorization operation in our work is taking the upper triangle of

 matrix since there are already mapping operations between SPD

atrices. Compared with [26] , our method contains the compres-

ion, normalization, and generation simultaneously. Our transfor-

ation layers bring a more task-driven representation. 

. SPD aggregation method 

Our model aims to aggregate convolutional features into a pow-

rful representation via the SPD manifold in an end-to-end fashion.

o this end, we design three novel layers, i.e., a kernel generation

ayer, a matrix transformation layer, and a vector transformation

ayer. We will elaborate on our method in this section. 

.1. Preprocessing of convolutional features 

A CNN model trained on a large dataset such as ImageNet has

 better general representation ability. We expect to fuse convo-

utional features of the last convolutional layer and adjust the di-

ensionality of convolutional features for different computer vi-

ion tasks. We exploit the Principal Component Analysis (PCA) be-

ween the last convolutional layer and the kernel generation oper-

tion to reduce the dimensionality of each local convolutional fea-

ure in non-learnable tasks, so that it is beneficial to alleviate infor-

ation redundancy. Each dimensionality has the largest variance

nd is independent of other dimensionalities. For the end-to-end

asks, we introduce a convolutional layer whose filter’s size is 1 × 1

etween the last convolutional layer of the pre-trained network

nd the kernel generation layer to make the processed convolu-

ional features more adaptive to the SPD matrix. A Relu layer fol-

ows the 1 × 1 convolutional layer to enhance the nonlinear ability.

.2. Kernel generation layer 

We present the kernel generation layer to aggregate con-

olutional features into an SPD matrix. Let X ∈ R 

C×H×W be 3-

imensional convolutional features. C is the number of channels. H

nd W are the height and width of each feature map, respectively.

et x i ∈ R 

C denote the i th local feature, and there are N local fea-

ures in total, where N = H × W . f i ∈ R 

H×W is the i th feature map. 

Although several approaches have applied a covariance matrix

ov to be a generic feature representation and obtained promis-

ng results, two issues remain to be addressed. First, the rank

f the covariance matrix extracted from an image region should

old rank (Cov ) ≤ min (C, N − 1) . Otherwise, the covariance matrix

s prone to be singular when the dimensionality C of local features

s larger than the number of local features N . Second, for a generic

epresentation, the capability of modeling nonlinear feature rela-

ionships is essential. However, the covariance matrix only evalu-

tes the linear correlation between features. 

To address these issues, we adopt the nonlinear kernel matrix

s a generic feature representation to aggregate deep convolutional



4 Z. Gao, Y. Wu and X. Bu et al. / Pattern Recognition 92 (2019) 1–12 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C  

i  

m  

d

 

I  

c

 

E

c  

t  

c  

u  

i  

t  

t  

r  

e  

‖  

f  

b  

C  

o

K

K

K  

w  

e  

e  

a  

i  

t  

K

 

a  

c  

s  

a

K  

w  

t  

t  

t  

p  

o

 

 

o  

j  

a  

c

features. In particular, we take advantage of the Riemannian struc-

ture of SPD matrices to describe the high-order statistic and non-

linear correlations between deep convolutional features. The non-

linear kernel matrix is capable of modeling nonlinear feature re-

lationships and guaranteed to be nonsingular. Different from the

traditional kernel-based methods whose entries evaluate the simi-

larity between a pair of samples, we apply the kernel mapping to

each feature map f 1 , f 2 , ���, f C rather than each local feature x 1 , x 2 ,

���, x N [16] . Mercer kernels are usually employed to carry out the

mapping implicitly. The Mercer kernel is a function K(·, ·) which

can generate a kernel matrix K ∈ R 

C×C using pairwise inner prod-

ucts between mapped feature maps for all input convolutional fea-

tures. The K ij in our nonlinear kernel matrix K can be defined as

K i j = K 

(
f i , f j 

)
= 

〈
φ( f i ) , φ( f j ) 

〉
, (1)

where φ( ·) is an implicit mapping. In this paper, we exploit the

Radial Basis Function (RBF) kernel function expressed as 

K 

(
f i , f j 

)
= exp 

(
−‖ f i − f j ‖ 

2 / 2 σ 2 
)
, (2)

where σ is a positive constant and set to the mean Euclidean dis-

tance of all feature maps in our experiments. What Eq. (2) reveals

is the nonlinear relationship between convolutional features. 

We show an important theorem for the kernel generation oper-

ation. Based on the Theorem 1 , the kernel matrix K of the RBF ker-

nel function is guaranteed to be positive definite no matter what C

and N are. 

Theorem 1. Let X = { x i } M 

i =1 
denotes a set of different points and x i ∈

R 

n , and any x i are not equal. Then the kernel matrix K ∈ R 

M×M of the

RBF kernel function K on X is guaranteed to be a positive definite ma-

trix, whose ( j, k ) th element is K jk = K 

(
x j , x k 

)
= exp 

(
−α‖ x j − x k ‖ 2 

)
and α > 0 . 

Proof. The Fourier transform convention 

ˆ K (ξ ) of the RBF kernel

function K 

(
x j , x k 

)
= exp 

(
−α‖ x j − x k ‖ 2 

)
is 

ˆ K (ξ ) = (2 π/α) 
n/ 2 

∫ 
R n 

e iξx j e −iξx k e −‖ ξ‖ 2 / 2 αdξ . (3)

Then we calculate the quadratic form of the kernel matrix K . Let

c = (c 1 , . . . , c M 

) ∈ R 

M×1 denote an arbitrary nonzero vector. The

quadratic form Q is 

Q = c � K c = 

M ∑ 

j=1 

M ∑ 

k =1 

c j c k exp 
(
−α‖ x j − x k ‖ 

2 
)

= 

M ∑ 

j=1 

M ∑ 

k =1 

c j c k (2 π/α) 
n/ 2 

∫ 
R n 

e iξx j e −iξx k e −‖ ξ‖ 2 / (2 α) dξ

= (2 π/α) 
n/ 2 

∫ 
R n 

e −‖ ξ‖ 2 / (2 α) 

∥∥∥∥∥
M ∑ 

k =1 

c k e 
−iξx k 

∥∥∥∥∥
2 

dξ , (4)

where � is the transpose operation. Because e −‖ ξ‖ 2 / (2 α) is a posi-

tive and continuous function, the quadratic form Q = 0 on the con-

dition that 

M ∑ 

k =1 

c k e 
−iξx k = 0 . (5)

However, since x i are not euqal, the complex exponentials

e −iξx 1 , · · · , e −iξx M are linearly independence. Accordingly, Q > 0 and

the kernel matrix K is an SPD matrix. �

In this work, K is the generated SPD matrix as the mid-level im-

age representation. Any SPD manifold optimization can be applied

directly, without the worry of being applied to the PSD matrix. As

we know, the kernel generation layer should be differentiable to

meet the requirement of an end-to-end deep learning framework.
learly, Eq. (2) is differentiable with respect to the input X . Denot-

ng by L the loss function, the gradient with respect to the kernel

atrix is ∂L 
∂K 

. ∂L 
∂ K i j 

is an element in 

∂L 
∂K 

. We can compute the partial

erivatives of L with respect to f i and f j , which are 

∂L 

∂ f i 
= 

C ∑ 

j=1 

∂L 

∂ K i j 

K i j 

−σ 2 

(
f i − f j 

)

∂L 

∂ f j 
= 

C ∑ 

i =1 

∂L 

∂ K i j 

K i j 

−σ 2 

(
f j − f i 

)
. (6)

n this process, the gradient of the SPD matrix can flow back to

onvolutional features. 

During forward propagation Eq. (2) and backward propagation

q. (6) , we have C 2 cycles to compute the kernel matrix K and 2 C 2 

ycles to gain the gradient ∂L 
∂X 

with respect to convolutional fea-

ures. Obviously, both the forward and backward propagations are

omputationally demanding. It is well known that the computation

sing matrix operations is preferable due to the parallel comput-

ng in computers. Accordingly, our kernel generation layer is able

o be calculated in a faster way via matrix operations. Let’s reshape

he convolutional features X ∈ R 

C×H×W to a matrix M ∈ R 

C×N . Each

ow of M is a reshaped feature map f i ∈ R 

1 ×N obtained from f i and

ach column of M is a convolutional local feature x i . Note that,

 f i − f j ‖ 2 in Eq. (2) can be expanded to ‖ f i − f j ‖ 2 = f i f 
� 
i 

− 2 f i f 
� 
j 

+
 j f 

� 
j 

. For each of inner products f i f 
� 
i 
, 2 f i f 

� 
j 
, and f j f 

� 
j 
, it needs to

e calculated C 2 times in cycles of Eq. (2) . Now, we can convert

 

2 times inner products operation to a once matrix multiplication

peration, 

1 = ( M ◦M ) 1 

� 

2 = 1 ( M ◦M ) 
� 

3 = M M 

� , (7)

here ◦ is the Hadamard product and 1 ∈ R 

C×N is a matrix whose

lements are all “1”s. K 1, K 2 and K 3 are all C × C real matirces. The

lement K 1( i, j ) is the square of 2-norm of i th row vector of M ,

nd is equal to the calculation output of f i f 
� 
i 

. The element K 2( i, j )

s the square of 2-norm of j th column vector of M , and is equal to

he calculation output of f j f 
� 
j 

. The element K 3( i, j ) is equal to f i f 
� 
j 

.

 1, K 2 and K 3 can be calculated in advance. 

Therefore, we compute −‖ f i − f j ‖ 2 / 2 σ 2 in Eq. (2) by the matrix

ddition and multiplication, and implement the exp ( · ) in a parallel

omputing way instead of calculating each element in the cycle. To

ummarize, the kernel matrix K can be calculated by matrix oper-

tions as follows. 

 = exp 
(
−( K1 + K2 − 2 K3 ) / 2 σ 2 

)
, (8)

here exp ( A ) means the exponential operation to each element in

he matrix A . Although calculating the exp ( ·) function directly is

ime-consuming, it can be computed efficiently in a matrix form

hrough Eq. (8) , which is faster than through Eq. (2) . Similarly, back

ropagation process in Eq. (6) can also be carried out in the matrix

peration which is given by 

∂L 

∂M 

= 4 

(
1 

� 
(

∂L 
∂K 

◦ K 

−2 σ 2 

)
◦ M 

� − M 

� 
(

∂L 
∂K 

◦ K 

−2 σ 2 

))� 
. (9)

Remark: The covariance matrix representation, as a special case

f SPD matrices, captures feature correlations compactly in an ob-

ect region, and therefore has been proven to be effective for many

pplications. Given the local features x 1 , x 2 , ���, x N , the traditional

ovariance representation Cov is defined as 
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Fig. 2. The illustration of the optimization process of W. W is an original point on 

the orthogonal Stiefel manifold. W 

′ is a new point after an iterative update. ∂L 
∂W 

is 

the partial derivative of the loss function with respect to W . ∇L W is the manifold 

gradient lying on the tangent space. 
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ov = 

1 

N − 1 

N ∑ 

i =1 

(x i − μ)(x i − μ) � , (10)

here μ = 

1 
N 

∑ N 
i =1 x i is the mean vector. The covariance matrix can

lso be seen as a kernel matrix where the ( i, j )th element of Cov is

xpressed as 

ov i j = 

〈
f i √ 

N − 1 

, 
f j √ 

N − 1 

〉
, (11) 

here 〈 · , · 〉 denotes the inner product, f i = f i − μi 1 and μi is the

ean value of f i . Therefore, the covariance matrix corresponds to

 special case of the nonlinear kernel matrix defined in Eq. (1) ,

here φ( f i ) = ( f i − μi 1 ) / 
√ 

N − 1 . Through this way, we can find

hat the covariance matrix only contains the simple linear corre-

ation between features. Moreover, whether the covariance matrix

s a positive definite matrix depends on C and N, i.e., rank (Cov ) ≤
in (C, N − 1) . 

.3. Matrix transformation layer 

Inspired by Yu and Salzmann [15] , we add a learnable layer to

ake the network more flexible and adaptive to the specific end-

o-end task. Based on the SPD matrix generated by the kernel gen-

ration layer, we expect to transform the existing SPD representa-

ion to be a more discriminative, suitable and desirable matrix. To

reserve the powerful ability of the SPD matrix, the transformed

atrix should also be an SPD matrix. Moreover, we attempt to ad-

ust the dimensionality of the SPD matrix to make it more flexible

nd compact. Here, we design a matrix transformation layer in our

etwork. 

Let’s define the Riemannian manifold of the n × n SPD matrix

s Sym 

+ 
n . The output SPD matrix K of the kernel generation layer

ies on the manifold Sym 

+ 
C 

. We use a matrix mapping to complete

he transformation operation. We map the input SPD matrix which

ies on the original manifold Sym 

+ 
C 

to a new discriminative and

ompact SPD manifold Sym 

+ 
C ′ , where C ′ is the dimensionality of

he matrix transformation layer. In this way, the desired transfor-

ation operation can be obtained by learning a mapping between

anifolds. Given a C × C SPD matrix K as an input, the output SPD

atrix can be calculated as 

 = W 

� KW, (12) 

here Y ∈ R 

C ′ ×C ′ is the output of the transformation layer, and W ∈
 

C ×C ′ are the learnable parameters which are randomly initialized

uring training. C ′ controls the size of Y . Based on the Theorem 2 ,

he learnable parameters W should be a column full rank matrix

o make Y be an SPD matrix as well. 

heorem 2. Let A ∈ R 

C×C denote an SPD matrix, W ∈ R 

C ×C ′ and B =
 

� AW, where C ≥ C ′ . B is an SPD matrix if and only if W is a column

ull rank matrix, i.e., rank (W ) = C ′ . 

roof. If A is an SPD matrix, W is a column full rank matrix and

ank (W ) = C ′ . For homogeneous equations W x = 0 and x ∈ R 

C ′ ×1 ,

 x = 0 only has a zero solution, where 0 is the zero vector. For

rbitrary nonzero vector x , W x 
 = 0 . We calculate the quadric form

 

� B x , 

 

� B x = x 

� W 

� AW x = (W x ) � A (W x ) . (13)

ecause W x 
 = 0 and A is an SPD matrix, x � B x > 0 . This proves that

 is an SPD matrix. 

On the other hand, if B is an SPD matrix, for arbitrary nonzero

ector x ∈ R 

C ′ ×1 , x � B x = (W x ) � A (W x ) > 0 . As A is an SPD matrix,

 x 
 = 0 . Only if x = 0 can lead to W x = 0 . Accordingly, rank (W ) =
 

′ and W is a column full rank matrix. �
Since there are learnable parameters in the matrix transforma-

ion layer, we should compute the gradient of the loss function L
ith respect to the input K and the parameters W . The gradient

ith respect to the input K is 

∂L 

∂K 

= W 

∂L 

∂Y 
W 

� , (14) 

here ∂L 
∂Y 

is the gradient with respect to the output Y . 

Since W is a column full rank matrix, it is on a non-compact

tiefel manifold [27] . However, directly optimizing W on the non-

ompact Stiefel manifold is infeasible. To overcome this issue, we

elax W to be semi-orthogonal, i.e., W 

� W = I C ′ . In this case, W is

n the orthogonal Stiefel manifold St ( C ′ , C ) [27] . The optimization

pace of parameters W is changed from the non-compact Stiefel

anifold to the orthogonal Stiefel manifold St ( C ′ , C ). Considering

he manifold structure of W , the optimization process is quite dif-

erent from the gradient descent method in the Euclidean space.

fter we compute the partial derivative with respect to W , the

artial derivative is a Euclidean gradient and may be towards any

irections. As shown in Fig. 2 , if we utilize the Euclidean gra-

ient to update W , the new point can not be guaranteed to on

he Stiefel manifold. Considering the tangent space is a Euclidean

pace, and points on the manifold or the tangent space can be

ransformed into the other via definite projections, we apply the

iemannian optimization methods to update W to guarantee the

anifold constraint, which resorts to the tangent space. The op-

imization method contains three steps as illustrated in Fig. 2 .

irstly, we convert the partial derivative to the manifold gradient

hat lies on the tangent space. In the second step, along with the

anifold gradient, we find a new point on the tangent space. Fi-

ally, the retraction operation is applied to map the new point on

he tangent space back to the orthogonal Stiefel manifold. In this

ay, an iteration of the optimization process on the manifold is

ompleted. Next, we will elaborate on each step. 

The partial derivative ∂L 
∂W 

with respect to W is computed by 

∂L 

∂W 

= K 

� W 

∂L 

∂Y 
+ KW 

(
∂L 

∂Y 

)� 
. (15)

he partial derivative ∂L 
∂W 

doesn’t contain any manifold constraints.

onsidering W is a point on the orthogonal Stiefel manifold, the

artial derivative needs to be converted to the manifold gradient,

hich is on the tangent space. On the orthogonal Stiefel manifold,

he partial derivative ∂L 
∂W 

is a Euclidean gradient at the point W ,

ot tangent to the manifold. The tangential component of ∂L 
∂W 

is

hat we need for optimization. The normal component is perpen-

icular to the tangent space. We decompose ∂L 
∂W 

into two vectors
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that are perpendicular to each other, i.e., one is tangent to the

manifold, and the other is the normal component based on the

Theorem 3 . 

Theorem 3. Let M denote an orthogonal Stiefel manifold and X is

a point on M. F ( X ) denotes a function defined on the orthogonal

Stiefel manifold. If the partial derivative of F with respect to X is

F X , the manifold gradient ∇F at X which is tangent to M is ∇F =
F X − X sym (X 

� F X ) , where sym (A ) = 

1 
2 (A + A 

� ) . 

Proof. Because X is a point on the orthogonal Stiefel manifold,

X 

� X = I, where I is an identity matrix. Differentiating X 

� X = I

yields 

X 

� �1 + �1 
� X = 0 , (16)

where �1 is a tangent vector. Thus, X 

� �1 is a skew-symmetric

matrix. We define the space orthogonal to the tangent space at the

manifold point is the normal space. Because a small region of the

manifold can be regarded as a approximate Euclidean space, the

inner product of the tangent space vector �1 and normal space

vector �2 is 

〈 �1 , �2 〉 = tr(�1 , �2 ) = 0 . (17)

Note that, if �2 = X S, where S is a p × p symmetric matrix, then

�2 is in the normal space. So the normal space of X can be repre-

sented by a set { X S }, where S is any p × p symmetric matrix. Thus,

the partial derivative F X can be projected to the normal space, 

πN (X ) = X sym (X 

� F X ) , (18)

and πN ( X ) is the normal component of F X . Thus the manifold gra-

dient which is equal to the tangential component π T ( X ) at X can

be computed, 

∇F = πT (X ) = F X − πN (X ) = F X − X sym (X 

� F X ) . (19)

�

Then the tangential component ∇L W 

at W can be expressed by

the partial derivative ∂L 
∂W 

, 

∇L W 

= 

∂L 

∂W 

− W sym 

(
W 

� ∂L 

∂W 

)
. (20)

∇L W 

is the manifold gradient of the orthogonal Stiefel manifold.

Searching along the gradient ∇L W 

on the tangent space gets a new

point. Finally, we use the retracting operation to map the point on

the tangent space back to the Stiefel manifold space, 

 := q ( W − λ∇L W 

) , (21)

where q ( ·) is the retraction operation that mapps the data back to

the manifold. q ( A ) denotes the Q matrix of QR decomposition to

A . A ∈ R 

n ×p , A = QR, where Q ∈ R 

n ×p is a semi-orthogonal matrix

and R ∈ R 

p×p is a upper triangular matrix. λ is the learning rate,

respectively. 

Note that, we can make a Relu activation function layer follow

the matrix transformation layer. The output of the Relu layer is still

an SPD matrix based on Dong et al. [17] . 

3.4. Vector transformation layer 

Since the inputs of common tasks are all vectors, we should

vectorize the SPD matrix. Because of the symmetry of the SPD ma-

trix Y, Y is determined by 
C ′ ×( C ′ +1 ) 

2 elements, i.e., the upper trian-

gular matrix or the lower triangular matrix of Y . Here, we take the

upper triangular matrix of Y , multiply the non-diagonal elements

of Y by 
√ 

2 and reshape the upper triangular matrix into a vector

V for visual tasks, 
 = 

[
Y 11 , 

√ 

2 Y 12 , . . . , 
√ 

2 Y 1 C ′ , Y 22 , 
√ 

2 Y 23 , . . . , 
√ 

2 Y C ′ (C ′ −1) , Y C ′ C ′ 
]

= 

[ 
V 1 , V 2 , . . . , V C ′ ×( C ′ +1 ) 

2 

] 
. (22)

ue to the symmetry of the matrix Y , the gradient ∂L 
∂Y 

is also a

ymmetric matrix. For the diagonal elements of Y , their gradients

f the loss function are equal to the gradients of their correspond-

ng elements in the vector V . The gradient of non-diagonal ele-

ents of Y is 
√ 

2 times to the corresponding elements in the vector

 . The gradient with respect to Y is given by 

∂L 

∂Y 
= 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

∂L 
∂ V 1 

√ 

2 ∂L 
∂ V 2 

· · ·
√ 

2 ∂L 
∂ V C ′ −1 

√ 

2 ∂L 
∂ V C ′ √ 

2 ∂L 
∂ V 2 

∂L 
∂ V C ′ +1 

√ 

2 ∂L 
∂ V C ′ +2 

· · ·
√ 

2 ∂L 
∂ V 2 ×C ′ −1 

. . . 
. . . 

. . . · · ·
. . . √ 

2 ∂L 
∂ V C ′ 

√ 

2 ∂L 
∂ V 2 ×C ′ −1 

√ 

2 ∂L 
∂ V 3 ×C ′ −3 

· · · ∂L 
∂ V C ′ ×( C ′ +1 ) 

2 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

. (23)

he normalization operation is important as well. We apply the

ower normalization (V i := sign (V i ) 
√ | V i | ) and l 2 normalization

 V := V / ‖ V ‖ 2 ) operations on the vector V in the vector transforma-

ion layer. The gradient formulations Eqs. (9) , (14) and (21) calcu-

ate the gradient with respect to the input of the corresponding

ayer, respectively. Once these gradients are obtained, the standard

tochastic Gradient Descent (SGD) optimization can be easily em-

loyed to update parameters directly with the learning rate. Note

hat we can use more than one matrix transformation layer in the

etwork, where each one can be followed by a Relu layer as the

ctivation layer. 

. Experiments 

To demonstrate the benefits of our method, we conduct ex-

ensive experiments on both visual search and classification tasks.

earch tasks with CNN can be divided into two categories: using

re-trained CNN or fine-tuned CNN models [28] . Although many

isual search tasks are under an end-to-end framework via fine-

uning CNNs and achieve better performance, we implement the

earch tasks of only post-processing extracted features from a pre-

rained network to demonstrate that the SPD representation can

chieve good performance in a non-learnable process as well. We

resent visual search tasks on six datasets and turn to visual clas-

ification tasks on seven datasets. 

.1. Visual search 

We validate the effectiveness of the proposed SPD aggrega-

ion method through the image retrieval task, the object instance

earch task, and the person re-identification task. Given a specific

bject as the query, the object instance search aims to not only

etrieve images that contain the query but also locate all its occur-

ences. 

.1.1. Datasets and evaluation protocols 

We conduct comprehensive experiments on seven public

atasets which are popularly used in the visual search tasks, i.e.,

xford5K [29] , Paris6K [30] , Sculptures6K [31] , Holidays [32] , Hol-

days + 100K [29] , UKbench [33] , and the Market-1501 [34] . Note

hat, Holidays + 100K contains the Holidays dataset and addition-

lly 100K distractor images from Flickr. Experiments conducted on

he Holidays + 100K dataset is to demonstrate the search ability

f our SPD representation for the large-scale scenario. The Holi-

ays, Holidays + 100K, and UKbench datasets are used for image

etrieval, Oxford5K, Paris6K, and Sculptures6K are used for the ob-

ect instance search task. For the Oxford5K, Paris6K, Sculptures6K,

nd Holidays datasets, the performance is evaluated by mean av-

rage precision (mAP). For the UKbench dataset, the performance
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s reported as the average number of same-object images within

op four results, i.e., 4 × recall @4. The Market-1501 is a widely used

erson re-identification dataset. We utilize the first 751 person for

raining and the rest 750 person for test. 

.1.2. Implementation details 

For all dataset images, retrieval images, and query objects im-

ges, we resize them to 448 × 448 and extract convolutional fea-

ures from the conv5-3 layer of the VGG-16 model which is pre-

rained on the ImageNet dataset. Then the PCA is applied to reduce

he dimensionality of each convolutional local feature from 512 to

4. The PCA also makes each feature map more independent. We

ggregate these 64 feature maps into an SPD matrix representa-

ion by the nonlinear kernel generation layer, and the SPD matrices

re mapped to the tangent space by the matrix logarithm logm ( · )

unction, since we exploit the 
 2 distance to measure the similar-

ty between representations. The vector transformation layer fol-

ows it, and the dimensionality of the vector representation is 2080

( 64 ×(64+1) 
2 ) . Considering the speed is important for search tasks,

nd the 2080-dimensional representation is still large, we perform

he PCA once more to the vector representation, in which the di-

ensionality is reduced to 256. Image retrieval is carried out by

alculating the 
 2 distance between the obtained 256-dimensional

epresentations of the query image and database images. 

For the object instance search, a set of N object proposals

 = { p j } N j=1 
of each reference image I are extracted by Edge Boxes

35] and serve as potential regions for the query object. Given a

uery q and a reference image I , we first find the best-matched

roposal ˜ p of I , and the relevance between q and I is determined

y the 
 2 distance between q and ˜ p . The bounding box of ˜ p cor-

esponds to the detecting location of the object in the reference

mage. We then sort the reference images according to R ( q, I ) and

et search results. Besides, following Tolias et al. [5] , we utilize the

verage query expansion (AQE) to further enhance the object in-

tance search performance. 

.1.3. Comparisons with other image retrieval methods 

The performance of different image retrieval methods is illus-

rated in Table 1 . Several well-known methods [3,4,6,20,36–45] are

valuated in our experiments. Among these methods, MOP-CNN

20] , Neural Codes [36] , Razavian [37] , VLAD [38] , SPoC [4] , CroW

6] , and Bilinear [3] are feature aggregation schemes, which

re non-learnable and post-process extracted features from a

re-trained network. As can be seen, our scheme provides con-

iderable improvement over state-of-the-art feature aggregation
Table 1 

Image retrieval performance comparisons with 

Holidays + 100K and UKbench datasets. The results ar

Method Network Dimensionality

MOP-CNN [20] CaffeNet 512 

Neural Codes [36] – 256 

Razavian [37] AlexNet 256 

VLAD [38] GoogLeNet 12800 

SPoC [4] VGG-19 256 

CroW [6] VGG-16 512 

CroW [6] VGG-16 256 

Bilinear [3] VGG-16 256 

CKN [39] AlexNet 4096 

NetVLAD [21] VGG-16 4096 

R-MAC [40] VGG-16 256 

Gordo et al. [41] VGG-16 512 

Gordo et al. [42] ResNet101 2048 

BoW + SN [43] Alexnet –

RED [44] ResNet50 2048 

RDP [45] ResNet50 2048 

Ours VGG-16 256 
chemes on compact representations. The proposed method per-

orms especially well on the Holidays dataset. Even CroW [6] using

 tricky pooling method achieves 0.849 mAP on the Holidays

ataset with a 512-dimensional representation, a 3.3% improve-

ent in mAP is achieved by our 256-dimensional representation.

he dimensionality of VLAD [38] representation is 12 , 800 , much

arger than our method, but the performance is still 4.6% lower

han ours. Results show the discriminative power of the proposed

PD aggregation scheme. On the UKbench dataset, the average

umber of same-object images within top four results of our

ethod is 3.78 compared with 3.65 achieved by the SPoC [4] .

KN [39] , NetVLAD [21] , R-MAC [40] , and Gordo et al. [41,42] are

nd-to-end frameworks. They finetune the network to be adaptive

o the retrieval dataset. Even so, with the same VGG-16 network

tructure and experimental configuration, our method achieves

etter performance than NetVLAD, R-MAC and Gordo et al. Our

ethod gets 88.2 on the Holidays dataset, 5.1%, 6.8%, and 1.5%

igher than the three methods, respectively. BoW + SN [43] mines

imilar neighbours to replace the original point in the retrieval

rocess considering more context-sensitive information, while our

ethod only uses the original point. RED [44] and RDP [45] utilize

he diffusion machine to compute similarities. RED [44] and RDP

45] are based on the ResNet that is more powerful. Besides, the

hree works and our method focus on different aspects of the

etrieval task. They focus on the similarity computing, while we

ocus a more robust representation. Moreover, the dimensionality

f our representation is only 256, lower than most methods, which

an reduce the consume of retrieval time and storage. 

.1.4. Comparisons with other object instance search methods 

For the object instance search task, Table 2 shows the perfor-

ance compared with state-of-the-art methods [4–6,21,36–38,40–

2,45–48] . Without the AQE scheme, the proposed method obtains

2.2% mAP on the Oxford5Kd dataset, 90.0% on the Paris6K dataset

nd 57.0% on the Sculptures6K dataset. Compared with existing

eature aggregation methods [4–6,36,38,46] that only post-process

xtracted features from a pre-trained network, our method brings

 great improvement. Since methods in [4,36,38] ignore the object

ocalization process which is advantageous to the visual search

erformance, they are not competitive compared with other meth-

ds. The mAP of Razavian et al. [37] is 84.4% on the Oxford5Kd

ataset, 2.2% higher than ours. On the Paris6K dataset, the mAP

f [37] is 85.3%, while our method achieves 90.0%. Besides, the

ethod in [37] enlarges the query object bounding box which is

ot compliant with the standard evaluation protocol. With the
state-of-the-art methods on the Holidays, 

e reported by mAP (%) and 4 × recall @4. 

 Holidays Holidays + 100K UKbench 

78.3 – –

78.9 – 3.56 

74.2 – 3.54 

83.6 – –

80.2 – 3.65 

84.9 – –

83.1 – –

79.1 71.3 3.48 

82.9 – –

83.1 – –

81.4 69.4 –

86.7 – –

90.3 – –

– – 3.98 

93.3 – 3.94 

95.7 – 3.93 

88.2 79.6 3.78 
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Table 2 

Object instance search performance comparisons with state-of-the-art methods on the Oxford5K, Paris6K and 

Sculptures6K datasets in terms of mAP (%). 

Method Network Dimensionality Oxford5K Paris6K Sculptures6K 

Neural Codes [36] – 256 54.5 – –

SPoC [4] VGG-19 256 65.7 64.4 –

VLAD [38] VGG-16 12800 64.9 69.4 –

CNNaug-ss [46] AlexNet 4 − 15 k 68.0 79.5 42.3 

Razavian et al. [37] AlexNet 1024 × 32 84.4 85.3 67.4 

CroW + AQE [6] VGG-16 256 69.2 78.5 –

Tolias et al. [5] VGG-16 512 77.3 86.5 –

NetVLAD [21] VGG-16 4096 71.6 79.7 –

MAC + R + AQE [40] VGG-16 512 85.4 87.0 –

Gordo et al. + AQE [41] VGG-16 512 0.891 0.912 –

Gordo et al. + AQE [42] ResNet101 2048 90.6 96.0 –

Gordo et al. + AQE + DBA [42] ResNet101 2048 94.7 96.6 –

Noh et al. + AQE [47] ResNet50 2048 90.0 95.7 –

R-Match + AQE [48] ResNet101 2048 × 21 91.0 95.5 –

RDP + AQE [45] ResNet50 2048 95.3 – –

Ours VGG-16 256 82.2 90.0 57.0 

Ours + AQE VGG-16 256 88.9 94.0 75.3 

Table 3 

Person re-identification performance on the Market-1501 dataset. 

Method Network Rank-1 Rank-5 Rank-10 mAP 

Cheng et al. [49] ResNet50 72.3 86.4 90.6 46.8 

CRAFT-MFA [50] AlexNet 73.8 – – 47.1 

Lin et al. [51] DGD 73.8 – – 47.1 

LSRO [52] ResNet50 78.6 – – 56.2 

SVDNet [53] ResNet50 82.3 92.3 95.2 62.1 

PSE [54] ResNet50 87.7 94.5 96.8 69.0 

SPReID [55] Inception-V3 93.7 97.6 98.4 83.4 

Wang et al. [56] – 89.5 – – 74.1 

Suh et al. [57] Inception-V1 90.2 96.1 97.4 76.0 

Ours VGG-16 97.5 99.3 99.5 58.7 
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AQE, the proposed method obtains 88.9% mAP on the Oxford5Kd

dataset, 94.0% on the Paris6K dataset and 75.3% on the Sculp-

tures6K dataset. [21,40–42,47] are end-to-end methods with the

same VGG-16 network, while the proposed method is comparable

with them, even has better performance than [21,40] . Gordo et al.

+ AQE [41] and Noh et al. + AQE [47] are under the end-to-end

framework and finetune the network, which learn to select local

features and make local features more robust instead of a simple

Edge box. R-Match + AQE [48] and RDP + AQE [45] focus on the

diffusion machine. We focus on a discriminative representation.

The two works and our method focus on different aspects of the

search tasks. Besides, Bai and Co-authors [45,47,48] use the ResNet

as the backbone, and their representation dimensionality is much

higher than ours, which are more powerful yet cause the burden

of computation and storage. 

4.1.5. Comparisons with other person re-identification methods 

We conduct experiments with state-of-the-art person re-

identification works on the Market-1501 dataset, and the results

are shown in Table 3 . The main difference between competitive

methods [49–57] and our method is that the methods in [49–

57] model features in the Euclidean space, while our method mod-

els features on the SPD manifold. We can see that our method

achieves the best performance in the top-rank evaluation, showing

that our representation has robust power to search similar images.

We achieve 97.5% on the Rank-1 evaluation, and nearly 100% on

the rank-5 and rank-10 evaluations. SPReID [55] , Wang et al. [56] ,

and Suh et al. [57] achieve state-of-the-art performance on the

top-rank evaluation, 93.7%, 89.5% and 90.2% on rank-1, respectively.

The representations in [55–57] are guided by body part weights to
vercome the background clutter and pose variation issues. While

ur method achieves 97.5%, a significant improvement, even our

ethod aims to learn a general representation not focusing on per-

on re-identification challenging issues. For this reason, our mAP

valuation is not very good, as several probe images have large dif-

erences from the query image in postures and clothing which are

he specific person re-identification challenges. 

.2. Visual classification 

In order to demonstrate benefits of the proposed SPD aggre-

ation method in the end-to-end framework, we conduct experi-

ents on the visual classification tasks. 

.2.1. Datasets and evaluation protocols 

We choose seven datasets in experiments. Describable Textures

ataset (DTD) [58] , Flickr Material Database (FMD) [59] , KTH-TIPS-

b (KTH-2b) [60] , and Material In Context (MINC-2500) [61] are

exture classification datasets. MIT-Indoor (MIT) [62] is the indoor

cene understanding dataset. CUB-200-2011 [63] and FGVC-aircraft

64] are the fine-grained classification datasets. In our experiment,

he standard train-test protocols [3,25,65] are used. 

.2.2. Implementation details 

The basic convolutional layers and pooling layers before our

PD aggregation are from the VGG-16 model which is pre-trained

n the ImageNet dataset. We remove layers after the conv5-3 layer

f the VGG-16 model. Then we insert our SPD aggregation method

nto the network following the conv5-3 layer. Finally, an FC layer

nd a softmax layer follow the vector transformation layer where

he output dimensionality of the FC layer is equal to the number

f categories. We use the SGD optimization with a mini-batch size

f 32. The training process is divided into two stages. At the first

raining stage, we fix the parameters before the SPD aggregation

nd train the rest new layers. The learning rate starts at 0.1 and

educed by 10 when error plateaus. At the second training stage,

e train the whole network. The learning rate starts at 0.001 and

ivided by 10 when error plateaus. 

.2.3. Comparisons with feature aggregation methods in the 

uclidean space 

In this section, we compare the proposed SPD aggregation

ramework with several Euclidean Space convolutional feature ag-

regation methods in the texture and fine-grained image classifi-

ation tasks, where the image size is resized to 224 × 224. First
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Table 4 

Comparisons for CNNs based methods on the FMD, KTH-T2b, CUB-200-2011, and 

FGVC-aircraft datasets in terms of Average Precision (%). Our method is bold in 

the last line. 

Method FMD KTH-2b CUB-200-2011 FGVC-aircraft 

FV-CNN [22] 73.5 73.3 49.9 –

FV-FC-CNN [22] 76.4 73.8 54.9 –

B-CNN [3] 77.8 79.7 74.0 74.3 

Deep-TEN ResNet50 [66] 80.2 82.0 – –

VGG-16 [1] 77.8 78.3 68.0 75.0 

Ours 79.2 81.1 72.4 77.8 
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Table 5 

Comparisons for Riemannian manifold represen- 

tation methods on the DTD, MIT, and MINC-2500 

datasets in terms of Average Precision (%). Our 

method is bold in the last line. 

Method DTD MIT MINC-2500 

VGG-16 [1] 60.1 64.5 73.0 

B-CNN [3] 67.5 77.6 74.5 

MPN [13] 68.0 76.5 76.2 

DeepO2P [14] 66.1 72.4 69.3 

CBP-TS [7] 67.7 76.8 73.3 

CBP-RM [7] 63.2 73.9 73.5 

LRBP [24] 65.8 73.6 69.0 

SMSO [25] 69.3 79.5 78.0 

Ours 70.9 79.9 83.2 
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 1 × 1 convolutional layer whose number of channels is 512 fol-

ows the conv5-3 convolutional layer. Then our SPD aggregation

ethod including a kernel generation layer, a matrix transforma-

ion layer, and a vector transformation layer is inserted after the

 × 1 convolutional layer. The output size of the matrix transfor-

ation layer is 512 × 512, and the output size of the vector trans-

ormation layer is 131328 ( 512 ×(512+1) 
2 ) . Considering these datasets

re not big enough, we only use one matrix transformation layer

o avoid overfitting. Table 4 shows the comparisons on texture

atasets and fine-grained datasets. 

The following methods are evaluated in our experiments, i.e.,

V-CNN [22] , FV-FC-CNN [22] , B-CNN [3] , and Deep-TEN [66] . The

ure VGG-16 model [1] is used as the baseline. FV-CNN aggregates

onvolutional features from the VGG-16 conv5-3 layer. The dimen-

ionality of FV-CNN is 65600 and is compressed to 4096 by the

CA for classification. FV-FC-CNN incorporates the FC features and

V vector. B-CNN uses the Bilinear pooling method on the conv5-3

ayer of the VGG-16 model. The Deep-TEN uses 50-layers ResNet,

arger number of training samples, and image size, while the other

ethods use VGG-16 model. Thus it is not scientific to compare

eep-TEN with the other feature aggregation methods. 

Compared with the traditional convolutional feature aggrega-

ion method FV and the pure VGG-16 model, our method achieves

arge improvements, showing the powerful representation ability.

n addition, we can see that, our method gets better performance

ompared with B-CNN, especially on the KTH-2b and FGVC-aircraft

atasets. The average precision of our method on the KTH-2b and

GVC-aircraft datasets are 81.1% and 77.8%, respectively. In contrast,

-CNN achieves 79.7% and 74.3%. On the CUB-200-2011 dataset, we

lso get the comparable result. 

.2.4. Comparisons with feature aggregation methods in the 

iemannian space 

In this subsection, we conduct experiments to compare our

ethod with other SPD matrix representation methods. Three

atasets are used: the DTD, MIT, and MINC-2500 datasets, whose

mages are resized to 448 × 448. Following the experiments in [25] ,

e add a Batch Normalization layer before the softmax layer to all

ethods. 

The following SPD representation methods are evaluated in this

xperiment, B-CNN [3] , MPN [13] , DeepO2P [14] , CBP [7] , LRBP

24] , and SMSO [25] . We utilize the pure VGG-16 [1] as the base-

ine method. The accuracies are shown in Table 5 . We can find

hat, our method achieves the state-of-the-art performance on the

hree datasets, 70.9% on the DTD dataset, 79.9% on the MIT dataset,

nd 83.2% on the MINC-2500 dataset. All SPD matrix representa-

ion methods lead to better performance than the baseline VGG-

6 model. The proposed method can reduce the dimensionality of

he representation like CBP and LRBP, but our representation is

ore discriminative with a significant improvement. SMSO and our

ethod improve a significant margin than other methods, show-

ng the effectiveness of a learnable mapping operation in the net-

ork. Although SMSO is the best method on the three datasets,

ur method consistently has better performance than it, especially
n the MINC-2500 dataset, 5.2% higher than it. The experiments

how the power of the proposed kernel matrix representation and

ransformation process. 

.3. Dimension experiments 

Here, we conduct dimension experiments on the image search

nd image classification tasks. For the image search tasks, we eval-

ate different dimensions of the representation after PCA, and the

esults are shown in Table 6 . For the image classification tasks, as

t is an end-to-end framework, we evaluate different dimensions of

he output channel of the 1 × 1 preprocessing convolutional layer

nd the output matrix size of the matrix transformation layer. The

esults are shown in Table 7 . 

Through the dimension experiments on the image search tasks,

e find that dimensionalities have different effects on different

atasets. In the large-scale dataset, e.g., the Holidays + 100K dataset,

 high-dimensional representation achieves better performance,

ince a sample needs to be distinguished from a large number of

ther samples. In other datasets which contain moderate numbers

f samples, an appropriate dimensionality is needed. Our represen-

ation is a high-order statistic and preserves very detailed infor-

ation. For these moderate datasets, an SPD matrix is redundant.

hus, for the not very large image search tasks, an appropriate di-

ensionality reduction and a compact representation is feasible. 

In the classification experiments, we find the high-

imensionality representation (the outputs of the two evaluated

ayers are both 512) achieves the best performance on both two

atasets, and a low-dimensional representation ( e.g., 256 and 128)

s not enough for the two classification tasks. We conclude that

ur method is not over-fitting on the two datasets, and a high-

imensionality representation is helpful to memory information

f multiple categories. Maintaining the same dimension as the

ackbone can exploit the pre-trained network efficiently and avoid

nformation loss. Besides, the dimensionality reduction on the

atrix transformation layer is more likely to lead to worse results,

specially on the MINC-2500 dataset. 

.4. Ablation experiments 

In this subsection, we investigate different contributions of the

roposed components. We evaluate the 1 × 1 preprocessing con-

olutional layer and the three proposed layers consecutively us-

ng the end-to-end framework on the classification task. The ex-

eriments are conducted on two datasets: the DTD and MINC-

500 datasets. The analyses are presented as follows, and the re-

ults are shown in Table 8 . In Table 8 , “Conv”, “Gener”, “Mtrans”,

VTri”, and “VNorm” mean that the network has the 1 × 1 prepro-

essing convolutional layer, the kernel generation layer, the ma-

rix transformation layer, the upper triangle operation of the vector
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Table 6 

Dimension experiments on the search tasks. 

Dimensionality Holidays Holidays + 100K UKbench Oxford5K Paris6K Sculptures6K 

1024 73.3 85.2 3.80 85.7 83.9 55.9 

512 86.9 83.4 3.81 85.4 87.7 57.4 

256 88.2 79.6 3.78 82.2 90.0 57.0 

128 85.9 73.3 3.71 78.4 87.1 48.4 

Table 7 

Dimension experiments on the image classification 

tasks. 

Method DTD MINC-2500 

Conv512 + Trans512 70.9 83.2 

Conv512 + Trans256 69.6 82.1 

Conv512 + Trans128 68.6 78.7 

Conv256 + Trans256 69.1 82.2 

Conv256 + Trans128 68.4 81.2 

Conv128 + Trans128 67.9 79.7 

Table 8 

Ablation experiments on the image classification tasks. 

Method DTD MINC-2500 

Conv + Gener 68.1 81.0 

Conv + Gener + MTrans 69.0 81.5 

Conv + Gener + MTrans + VTri 69.6 81.7 

Conv + Gener + VTri + VNorm 70.4 81.4 

Gener + MTrans + VTri + VNorm 71.0 82.9 

Conv + Gener + MTrans + VTri + VNorm 70.9 83.2 
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transformation layer, and the normalization operation of the vector

transformation layer, respectively. 

The ablation experiments show that all components have

contributions to the proposed aggregation method. Using a 1 × 1

convolutional layer and a kernel generation layer, our method

is better than the linear aggregation method B-CNN, showing

the discriminative power of the kernel matrix with non-linear

statistic information and the nonsingularity. When we compare

“Conv + Gener + MTrans + VTri + VNorm” and “Gener + MTrans + VTri +
VNorm”, the preprocessing of convolutional features makes fea-

tures more adaptive on the MINC-2500 dataset. Without the

matrix transformation layer, i.e., “Conv + Gener + VTri + VNorm”, the

performance drops 0.5% and 1.8% on the two datasets, respectively.

The vector transformation layer which includes the upper triangle

operation and the normalization operation also has the signifi-

cance, achieving 1.9% and 1.7% improvement on the two datasets.

Through the ablation experiment, we find that these components

play different roles on our method, and using all components

achieves the best performance. 

5. Conclusion and discussion 

In this paper, we have proposed a new powerful feature ag-

gregation method in an end-to-end framework which captures

discriminative feature distribution via modeling convolutional

features on an SPD manifold. Through theoretical analyses, our

method can measure nonlinear complex relationships of convolu-

tional features and guarantee the robust SPD manifold structure,

where each component of our method has its own contribution.

Our feature aggregation method has a wide range of applications,

since most pattern recognition and computer vision tasks need

robust representations. Via the image retrieval, object instance

search, person re-identification, and fine-grained and texture
mage classification experiments, the discriminative power of our

epresentation is demonstrated. However, there still exists two

eaknesses. Our method still uses the softmax classifier, which is

 general probability distribution classifier not a manifold-specific

lassifier. Besides, due to the QR decomposition, the optimization

f the manifold is time-consuming. 

Based on this work, we think there are three interesting direc-

ions for future works: (1) How to design a special classifier to

e adaptive to SPD manifold properties. Maybe a similarity-based

lassifier is feasible, as there exist several true metrics which can

onsider the manifold geometry. (2) How to avoid the complex

anifold optimization. Inspired by Huang et al. [67] , learning a

iscriminative tangent space instead of a manifold may be a good

dea. (3) Besides the SPD manifold, there exist several other com-

only used manifold representations, such as the subspace on the

rassmannian manifold. How to build end-to-end frameworks on

hese manifolds is also worth doing. 
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