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ABSTRACT
Detecting small-scale pedestrians is one of the most challenging problems in pedestrian detection. Due to the lack of visual details, the representations of small-scale pedestrians tend to be weak to be distinguished from background clutters. In this paper, we conduct an in-depth analysis of the small-scale pedestrian detection problem, which reveals that weak representations of small-scale pedestrians are the main cause for a classifier to miss them. To address this issue, we propose a novel Self-Mimetic Learning (SML) method to improve the detection performance on small-scale pedestrians. We enhance the representations of small-scale pedestrians by mimicking the rich representations from large-scale pedestrians. Specifically, we design a mimic loss to force the feature representations of small-scale pedestrians to approach those of large-scale pedestrians. The proposed SML is a general component that can be readily incorporated into both one-stage and two-stage detectors, with no additional network layers and incurring no extra computational cost during inference. Extensive experiments on both the CityPersons and Caltech datasets show that the detector trained with the mimic loss is significantly effective for small-scale pedestrian detection and achieves state-of-the-art results on CityPersons and Caltech, respectively.
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1 INTRODUCTION
Pedestrian detection is the cornerstone for many vision applications, such as autonomous driving, robotics and video surveillance. In recent years, advances in convolutional neural networks (CNNs) and object detection have significantly boosted the performance for pedestrian detection [2, 13, 18, 20–24, 31, 32, 39, 40, 43, 44]. Current detectors perform well on large-scale pedestrians, yet limited accuracies on small-scale ones due to low-resolution figures and downsampling operations. In fact, small-scale pedestrians occur quite frequently in many scenarios of pedestrian detection. For example, in the Caltech [7] dataset, 69% of pedestrians have heights of 30-80 pixels, and 15% of pedestrians are under 30 pixels. It is indeed critical to detect such small-scale pedestrians at a distance for various application scenarios. For example, a pedestrian far away in front of a self-driving car should be detected early enough for the control system to avoid any chance of collision reliably and smoothly.

Recently, some efforts [14, 16] attempt to address the small-scale object detection problems via exploiting rich representations of large-scale objects. Li et al. [16] propose a perceptual generative adversarial network (Perceptual GAN) to generate super-resolved representations for small-scale objects. While this approach enhances the representations of small-scale objects, the generator used in the perceptual GAN introduces relatively high computational overhead for producing super-resolved representations during inference. To reduce feature variations among objects of different scales, Kim et al. [14] propose a Scale Aware Network (SAN) to map convolutional features from different scales to a scale-invariant subspace. However, the SAN simply upsamples image patches of small objects, which could result in blurred image patches. In this paper, we aim to design a simple and effective approach to enhance feature representations for small-scale pedestrians with minimal computational overhead in inference.

Figure 1: Visualization of RoI feature maps from a large-scale and a small-scale pedestrians. In our implementation, the RoI features of a pedestrian have $7 \times 7 \times 256$ dimensions. Each feature map shown above is selected from the 256 feature channels.
Inspired by mimicking techniques used in model acceleration and compression [1, 12, 29], we exploit a mimic method to enhance the representations of small-scale pedestrians. The essence of mimic learning in object detection [17, 33] is that a small model can learn better representations by mimicking the features from a large model. In view of this, we propose a self-mimicking learning method, which extends the mimicking techniques to learn super-resolved representations for small-scale pedestrians with the help of large-scale pedestrians in a single model, therefore achieving self-mimic learning in the model. Specifically, we train a deep CNN via a mimic loss, which aims at forcing the feature distribution of small-scale pedestrians to approximately mimic that of large-scale pedestrians from the same network architecture.

We implement our mimic method based on the instance-level features. As shown in Figure 1, the RoI features (output by the RoI Align [10]) of large-scale pedestrians generally retain more feature information than those of small-scale pedestrians. We therefore use them as the reference to help small-scale pedestrians approximately learn the feature distribution of large-scale pedestrians. By forcing the features of small-scale pedestrians to approach those of large-scale pedestrians, it leads to two benefits for small-scale pedestrian detection. First, the missing details of small-scale pedestrians are compensated in feature space, therefore enhancing the representations of small-scale pedestrians. Second, the intra-class variances of pedestrian features are reduced, which makes it easier for a classifier to distinguish small-scale pedestrians from backgrounds.

The proposed SML is a general component that can be readily incorporated into both one-stage and two-stage detectors with any backbone network. It only imposes supervision from large-scale pedestrians on small-scale pedestrians via a mimic loss without adding any network layers. Therefore, it does not incur any additional computational cost during inference. To validate the effectiveness of SML, we conduct thorough experiments on the Caltech [7] and CityPersons [38] pedestrian detection datasets using ResNet-18 and ResNet-50 [11], respectively. SML effectively improves the performance on small-scale pedestrians and achieves state-of-the-art detection performance.

2 RELATED WORK

Pedestrian Detection. With the renaissance of deep learning, convolutional neural networks (CNN) based pedestrian detectors have achieved promising performance in recent years [3–5, 24–26, 35, 36, 41, 42, 45, 46]. However, occluded pedestrian detection and small-scale pedestrian detection remain two challenges for most existing methods. To handle occlusions, recent works are designed by exploiting attention mechanism [27, 40] and part-based detection [24, 39, 43]. To alleviate small-scale detection problems, Song et al. [31] utilize somatic topology lines to locate pedestrians, which is helpful for localizing small-scale pedestrians. In this paper, we propose a novel self-mimicking learning method for enhancing the feature representations of small-scale pedestrians.

Small-scale Object Detection. Although current detectors achieve exceptional performance on large-scale objects [8, 9, 28, 34], they can not handle small-scale objects very well. In the past decade, many efforts attempt to tackle the problem of large scale variations across object instances at different scales [14, 19, 30, 47]. Lin et al. [19] propose a top-down architecture to combine shallow layers with high-level semantic feature maps for multi-scale object detection. Li et al. [16] propose a perceptual generative adversarial network (Perceptual GAN) to transfer the representation of small-scale objects to super-resolved ones. Nevertheless, the perceptual GAN needs a heavy generator to generate a residual representation which is then added to the original small-scale object features such that the small-scale objects can be classified by a discriminator as large-scale objects. Therefore, a relatively large computational cost is incurred during inference. Kim et al. [14] propose a Scale Aware Network (SAN) to learn the relationship among the objects at different scales. The SAN may result in blurred image patches when it upsamples image regions of small objects, and does not explore the relationship among different instances within the same class. In contrast, our proposed SML exploits high resolution pedestrian examples to enhance the representations of small-scale pedestrians with no extra computation in inference. Also, SML effectively minimizes the intra-class variances among pedestrians at various scales.

Mimicking Techniques. Network mimicking or distilling is recently used for model acceleration and compression. The assumption of network mimicking is that a small model can learn better representations by adding supervision from a large model. As pioneered in [1, 12], knowledge distillation is used for simple classification tasks by requiring a small model to mimic the logits of a large model. Li et al. [17] enhance the representations of a small model by mimicking the features sampled from a large model, which first extends mimick methods to object detection tasks. Wei et al. [33] propose a quantization mimic in order to shrink the search scope for small model. Unlike these methods, we apply mimicking techniques in a single model by making the features of small-scale pedestrians mimic those of large-scale pedestrians from the same network architecture. Recently, Li et al. [15] also exploit the idea of self-mimicking to improve the small-scale object detection. In [15], a feature intertwiner is introduced into the two-stage detector, Faster R-CNN, to improve small-scale object detection. The feature intertwiner transforms the features of small-scale objects to make them approach the global centroid of the features of large-scale objects. In contrast, our method utilizes local centroids of large-scale pedestrian features to guide the mimic learning, which is more effective for the pedestrian detection task (as evidenced in Table 2). Moreover, we also discuss the localization problem caused by mimic learning and extend the proposed SML to one-stage detectors.

3 ANALYSIS OF SMALL-SCALE PEDESTRIAN DETECTION

Dataset. Small-scale pedestrians occur quite frequently in real-world scenes. We conduct an analysis on the CityPersons [38] dataset which contains 5,000 images with 35,000 persons and 13,000 ignored region annotations. The Reasonable subset is a common setup for evaluating comprehensive performance of a pedestrian detector, in which pedestrians are taller than 50 pixels and not occluded more than 35%. Among them, small-scale pedestrians still account for a large percentage. For example, the percentage
pedestrians, while the declines from Pre-Recall to Post-Recall for large-scale pedestrians are only 3.6% and 2.9%, respectively. We can also see in Figure 2 (b) that there is a large gap between the Pre-Recall and Post-Recall when \( H \) is less than 100 pixels. The results in Figure 2 indicate that even though the majority of small-scale pedestrians are detected by the RPN, many of them are not correctly classified in the second phase, probably due to the weak feature representations.

To better understand the missed detection problem of small-scale pedestrians, some missed detection examples are visualized in Figure 3. We observe that the small-scale pedestrians are located with accurate proposals generated by the RPN. However, they are regarded as background regions with classification scores lower than 0.5 by the head network. The analysis in this section indicates that the misclassification mainly causes the poor performance on small-scale pedestrians.

4 SELF-MIMIC LEARNING

In this section, we first provide an overview of our method based on the two-stage detector, and then present the mimic loss function. Afterwards, we introduce the implementation schemes of SML. We also extend our method to one-stage detector as presented in supplementary material.

4.1 Overview

Baseline Detector. In this paper, we use Faster R-CNN [28] as the baseline detector and implement it using ResNet-18 or ResNet-50 backbones with feature pyramid network (FPN) [19] and deformable convolution [6].

Self-Mimic Learning. In previous works [1, 12, 17, 29, 33], mimicking techniques are mostly used in model acceleration and compression. We extend the mimic idea to feature space of data samples from the same neural network, enabling the feature distribution of small-scale pedestrians to approach that of the larger ones.

According to the analysis in Section 3, most regions of small-scale pedestrians can be well located by the proposals generated from the RPN. Considering large-scale pedestrians usually have richer feature representations, it is a reasonable idea to enforce the distribution of small-scale pedestrians to mimic that of large-scale pedestrians in the RoI feature space, such that the representations of small-scale pedestrians are enhanced and conceptually encoded with more visual details as pedestrians with higher resolutions. In SML, pedestrians with heights in \((0, H_S]\) pixels are defined as small-scale pedestrians, and those with heights in \((H_S, H_L]\) pixels are regarded as large-scale pedestrians. We do not consider the super large-scale pedestrians whose heights are taller than \(H_L\) pixels since there is a large gap between the representations of super large-scale and small-scale pedestrians.

Figure 4 (a) illustrates the framework of our approach. An input image is first fed into the feature pyramid network (FPN) to extract multi-scale feature maps. Then, the RPN is built upon these feature maps to generate proposals with various sizes. The RoI Align operation takes the proposals and feature maps as input and outputs RoI features with dimensions of \(7 \times 7 \times 256\). Among these RoI features, the features of small-scale pedestrians mimic those of large-scale pedestrians.
pedestrians. By optimizing the mimic loss (defined in Section 4.2), not only small-scale pedestrians learn super-resolved representations from the large-scale ones, but also the intra-class variance can be reduced. Subsequently, with the richer and more consistent representations, the RoI features of small-scale pedestrians are fed into the head network for easier classification and regression.

4.2 Mimic Loss

For detection tasks, feature maps are key to determine both classification and localization accuracy. We implement the proposed mimic method on the RoI features of the small-scale and large-scale pedestrians. The overall loss function for SML is defined as:

\[ L = L_{\text{cls}}^R + L_{\text{box}}^R + L_{\text{cls}}^H + L_{\text{box}}^H + \alpha \times L_m, \]

where \( L_{\text{cls}}^R \) and \( L_{\text{box}}^R \) are the classification loss and bounding box regression loss respectively for the RPN, and \( L_{\text{cls}}^H \) and \( L_{\text{box}}^H \) are the classification loss and bounding box regression loss respectively for the head network. For the classification losses \( L_{\text{cls}}^R \) and \( L_{\text{cls}}^H \), we use the cross-entropy loss over two classes (pedestrian and background). For the regression losses \( L_{\text{box}}^R \) and \( L_{\text{box}}^H \), we use the loss function \( \text{Smooth}_{\text{L1}} \) described in [8]. \( L_m \) denotes the mimic loss that is weighted by \( \alpha \).

We denote by \( F_S \in \mathbb{R}^d \) the RoI features of large-scale pedestrians \( (H_S < \text{height} \leq H_L) \) and \( F_S \in \mathbb{R}^d \) the RoI features of small-scale pedestrians \( (0 < \text{height} \leq H_S) \), respectively, and \( d = 7 \times 7 \times 256 \) is the feature dimensionality. Note that here a pedestrian refers to a pedestrian with one ground-truth pedestrian example in the training image. In the training data, we denote \( \mathcal{L} = \{ F_S^1, ..., F_S^N \} \) the RoI features of N large-scale pedestrians and \( \mathcal{S} = \{ F_S^1, ..., F_S^M \} \) the RoI features of M small-scale pedestrians. Ideally, our goal is to force the features in \( \mathcal{S} \) to mimic those in \( \mathcal{L} \) such that \( \mathcal{S} \) and \( \mathcal{L} \) have similar probability distributions in feature space, i.e., \( p(F_S) \approx p(F_L) \). However, it is difficult to optimize the high-dimensional distribution directly given limited training examples. In general, the distribution of pedestrian features is multi-modality, we therefore choose to approximately achieve the mimic learning goal by pushing the features of each small-scale pedestrian in \( \mathcal{S} \) to one of the local centroids of the features of large-scale pedestrians in \( \mathcal{L} \). Thus, we define the mimic loss \( L_m \) as:

\[
L_m = \frac{1}{M} \sum_{j=1}^{M} \left\| F_S^j - \frac{1}{|Q_j|} \sum_{F_G \in Q_j} F_G \right\|_2
\]

For each small pedestrian feature \( F_S^j, Q_j \subseteq \mathcal{L} \) is a set of its mimic features in \( \mathcal{L} \). When \( Q_j \subseteq \mathcal{L} \), \( Q_j \) can be regarded as a sub modality of all the large-scale pedestrian samples in the training set, and \( C_j \) is a local centroid in \( \mathcal{L} \). Conversely, when \( Q_j = \mathcal{L} \), \( C_j \) becomes the global mean feature of large-scale pedestrians in \( \mathcal{L} \). Figure 4 (b) illustrates the idea of Eq. 2. We introduce how to select the local centroids \( C_j \) for each \( F_S^j \) in the next section.

4.3 Implementation

We introduce two implementation schemes to select the local centroid \( C_j \) for each small-scale pedestrian sample as follows:

**Offline self-mimic learning.** In this scheme, we first train a baseline detector on the dataset as the reference detector, and collect all the RoI features of large-scale pedestrians. Then, we use \( k \)-means to cluster these RoI features into \( K \) clusters. We compute the distances between the RoI features of each small-scale pedestrian \( F_S^j \) and the center of each cluster. We choose the nearest cluster center as \( C_j \) for \( F_S^j \). The Offline SML is a straightforward way to partition the feature space of large-scale pedestrians and employ their centroids to guide the feature learning of small-scale pedestrians.

**Online self-mimic learning.** In this scheme, we only train the network for once without training an additional reference detector. For each \( F_S^j \), we define the local centroid \( C_j \) as the average of the RoI features of large-scale pedestrians in the same image where \( F_S^j \) is obtained. During training, we do not back-propagate the gradients of the mimic loss for large-scale pedestrians, because the large-scale pedestrians only serve as references for small-scale
pedestrians to learn the super-resolved representations. According to the statistics of pedestrian detection dataset, there are over 75% images that contain both small-scale and large-scale pedestrian examples. Thus, the Online SML is efficient and easy to implement the mimic learning in an end-to-end fashion.

The Offline SML considers the different modalities of visual features of all the large-scale pedestrians samples. While the Online SML focuses more on the modalities of context of images (e.g., illumination and weather condition). We discuss and compare these two schemes in Section 6.2.

5 DISCUSSION

The SML brings two benefits: 1) enhancing representations of small-scale pedestrians and 2) reducing intra-class variance, together contributing to the performance improvement on small-scale pedestrians as well as the overall performance improvement on all scales.

1) Representation enhancement for small-scale pedestrians: The mimic loss forces the features of small-scale pedestrians to approach the local feature centroids of large-scale pedestrians, so as to compensate their missing details to some extent in feature space. This effectively enhances the feature representations of small-scale pedestrians, therefore improving the detection performance on small-scale pedestrians. To verify this, we use the same set of proposals as the baseline detector and calculate the Post-Recall for SML. As shown in Figure 2 (1), SML outperforms the baseline detector with a remarkable improvement of 6.3% in Post-Recall on small-scale pedestrians, achieving a better classification for small-scale pedestrians. In Figure 2 (b), SML consistently improves the Post-Recall over the baseline by a large margin in different height ranges, and obtains a maximum gain of 6.6% in the height interval [50, 60]. Figure 6 shows qualitative comparison between the baseline and SML. We can see that with SML the regions of small-scale pedestrians in the feature maps are more discriminative and have higher responses due to the feature compensation of SML. These quantitative and qualitative analyses validate the effect of the SML for enhancing feature representations for small-scale pedestrians.

2) Intra-class variance reduction: We calculate the feature distances between small-scale and large-scale pedestrians. We use two types of distance metrics: Euclidean distance and cosine distance. The Euclidean distance, which is defined as \( D_{\text{Euclidean}} = \|F_L - F_S\|_2 \), describes the spatial distance of RoI features between two instances. The cosine distance, which is calculated as \( D_{\text{Cosine}} = 1 - \frac{F_L \cdot F_S}{\|F_L\| \|F_S\|} \), describes the orientation similarity of RoI features between two instances. As shown in Figure 5, SML significantly reduces both the Euclidean distances and cosine distances between the small-scale and large-scale pedestrians in feature space. As a result, intra-class variance is reduced, making it easier for the head network to classify pedestrians and backgrounds. It also benefits the detection of large-scale pedestrians as shown in Figure 2.

6 EXPERIMENTS

6.1 Datasets and Experiments Settings

Caltech Dataset. The Caltech [7] dataset consists of 11 sets of videos. The training set is divided into two subsets: 1x and 10x training sets, which sample 4, 250 and 42, 782 frames from the first six sets, respectively. For evaluation, the testing set samples 4, 024 frames from the last five sets. The original images are upsampled to 960 × 1, 280 pixels. In our experiments, the new annotations with high quality provided by [37] are used for both training and testing. We find most pedestrians whose heights are less than 50 pixels are ignored in the new annotations of the 10x training sets. Therefore,
Table 2: Comparisons of the Online SML and the Offline SML.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Subset</th>
<th>Online SML</th>
<th>Offline SML</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1(K)</td>
<td>20(K)</td>
</tr>
<tr>
<td>Caltech</td>
<td>Reasonable</td>
<td>6.8</td>
<td>7.7</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>21.2</td>
<td>23.2</td>
</tr>
<tr>
<td></td>
<td>Far</td>
<td>63.6</td>
<td>64.9</td>
</tr>
<tr>
<td>CityPersons</td>
<td>Reasonable</td>
<td>12.3</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>19.3</td>
<td>21.1</td>
</tr>
</tbody>
</table>

we use the 1× training set for demonstrating the effectiveness of SML on small-scale pedestrians and the 10× training sets for comparison with the state-of-the-art methods. For 1× training set, we train the network for 80k iterations. The initial learning rates are set to 0.0075 and 0.001 for ResNet-18 and ResNet-50, respectively, and decreased by a factor of 10 after the first 60k iterations. For 10× training set, the learning rate is set to 0.001 for the first 200k iterations and 0.0001 for the next 100k iterations.

CityPersons Dataset. The CityPersons [38] dataset is introduced in Section 3. We train our SML detector on the CityPersons training set (2975 images) and evaluate the performance on the validation set (500 images). The learning rate is set to 0.004 for the first 60k iterations and 0.0004 for the rest of 30k iterations. The scales of original images are 1, 024 × 2, 048 pixels.

Experiments Settings. In Table 1, we list different subset settings for training and evaluation, which follows the common setup used in the Caltech and CityPersons datasets. These subsets are defined as: Reasonable: h ∈ [50, ∞), v ∈ [0.65, 1]; Far: h ∈ [0, 30], v ∈ [0.65, 1]; Medium: h ∈ (30, 80), v ∈ [0.65, 1]; Small: h ∈ (50, 75], v ∈ [0.65, 1]; Partial: h ∈ [50, ∞), v ∈ [0.65, 0.9]; Bare: h ∈ [50, ∞), v ∈ [0.9, 1], where h and v denote the height and visible ratio of pedestrian examples, respectively. Our baseline detector is described in Section 4.1. We adopt the standard evaluation metric in pedestrian detection: MR−2 (lower is better). According to the definition of the Medium subset in the Caltech dataset, we respectively set H5 and H2 to 80 and 120 by default. Also, we use the same settings of H5 and H2 for the CityPersons dataset. The mimic loss weight α is empirically set to 16 by default. We optimize SML using the Stochastic Gradient Descent (SGD) solver, which is trained on 4 Titan X GPUs with the mini-batch involving 1 image per GPU.

6.2 Ablation Study

In this section, we analyze different design choices of SML on both the Caltech and CityPersons datasets, and the 1× training set is used for the analyses on the Caltech dataset. We use ResNet-50 as the backbone network. The baseline detector achieves 7.7%/23.1%/65.2% MR−2 on the Reasonable/Medium/Far subsets of the Caltech dataset and 13.4%/21.9% MR−2 on the Reasonable/Small subsets of the CityPersons dataset, respectively.

Offline SML vs. Online SML. We compare the Online SML and the Offline SML with different numbers of clusters (i.e., K) in Table 2. For the Offline SML, when K = 1, the mean of the RoI features of large-scale pedestrians (i.e., Q1 = L) is used to guide the feature learning of small-scale pedestrians. We see from the results that the Offline SML with K = 1 gets outperformed by both the Offline SML with K > 1 and the Online SML. We argue that the reason is that the distribution of pedestrian features is multi-modality. In other words, the global centroid of large-scale pedestrians in feature space may not well represent large-scale pedestrian examples. Thus, it validates the effectiveness of our approach for enforcing the small-scale pedestrian features to mimic the local centroids of the large-scale pedestrian features. Moreover, the results suggest that the Online SML achieves similar performance to the Offline SML, showing the effectiveness of both proposed schemes. Since the Online SML is more efficient and simple to be trained, we use the Online SML for analyzing our method in the remaining sections of the paper.

Mimic Scheme. In SML, we minimize the Euclidean distances between the RoI features of small-scale and large-scale pedestrians (See Eq. 2). Similar to SAN [14], we also implement its channel-wise mimic scheme in our approach. Specifically, we apply global average pooling to each channel of the RoI features to obtain channel-wise features, and then minimize the distances between the channel-wise features of small-scale and large-scale pedestrians. As shown in Table 3, the channel-wise mimic scheme gets outperformed by the feature-wise mimic scheme, which indicates our feature-wise mimic scheme learns representations of higher quality than the channel-wise mimic scheme.

Sampling Scheme for Online SML. In the Online SML, Qi is sampled from all the RoI features of large-scale pedestrians in the same image where Fj is obtained. The relative locations of small-scale and large-scale pedestrian proposals to their ground-truth boxes may not be consistent, which could result in poor offset predictions by the bounding box regression branch. Therefore, a
Table 5: Results of SML with different mimic loss functions.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Mimic Loss Function</th>
<th>Euclidean</th>
<th>Cosine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caltech</td>
<td>Reasonable</td>
<td>6.8</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>21.2</td>
<td>22.3</td>
</tr>
<tr>
<td></td>
<td>Far</td>
<td>63.6</td>
<td>62.6</td>
</tr>
<tr>
<td>CityPersons</td>
<td>Reasonable</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td></td>
<td>Small</td>
<td>19.3</td>
<td>18.7</td>
</tr>
</tbody>
</table>

Table 6: Comparison with the scale-based focal loss on the CityPersons dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>SML</th>
<th>Scale-based Focal Loss</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reasonable</td>
<td>12.3</td>
<td>13.6</td>
<td>13.4</td>
</tr>
<tr>
<td>Small</td>
<td>19.3</td>
<td>21.3</td>
<td>21.9</td>
</tr>
</tbody>
</table>

Table 7: Comparisons with the baseline detector on the Caltech testing set. 1× training set is used for training.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Method</th>
<th>Reasonable</th>
<th>Medium</th>
<th>Far</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>Baseline</td>
<td>7.9</td>
<td>24.5</td>
<td>65.3</td>
</tr>
<tr>
<td></td>
<td>SML</td>
<td>7.4</td>
<td>23.2</td>
<td>64.1</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>Baseline</td>
<td>7.7</td>
<td>23.1</td>
<td>65.2</td>
</tr>
<tr>
<td></td>
<td>SML</td>
<td>6.8</td>
<td>21.2</td>
<td>63.6</td>
</tr>
</tbody>
</table>

more probably reasonable sampling scheme is to choose large-scale pedestrians which have similar relative locations to match small-scale pedestrians. To study the impact of sampling schemes on classification and localization, we design and add a restriction to the original sampling scheme, which is defined as:

\[
\sqrt{(t_x^S - t_x^L)^2 + (t_y^S - t_y^L)^2} \leq \beta,
\]

where \(\beta\) is a restrictive parameter to ensure the relative locations of small-scale and large-scale pedestrians is similar. \(t_x^S\) and \(t_x^L\) are the normalized coordinate offsets relative to the ground-truth boxes of small-scale proposals and large-scale proposals, respectively. \(t_y\) and \(t_y\) which denote the offsets of \(x\) and \(y\) coordinates are calculated as:

\[
t_x = \frac{x_{\text{propos}} - x_{gt}}{w_{\text{propos}}}, \quad t_y = \frac{y_{\text{propos}} - y_{gt}}{h_{\text{propos}}}.
\]

In the new scheme, \(Q_1\) consists of large-scale pedestrian examples which satisfy Eq. 3. As shown in Table 4, under the IoU criterion of 0.5, the SML with the original sampling scheme (\(\beta = \infty\)) clearly improves detection performance over the baseline especially on the small-scale pedestrians, while it achieves less improvement under the IoU criterion of 0.75. With the new sampling scheme, the SML can achieve better performance under the IoU criterion of 0.75. It shows that SML with the restrictive sampling scheme can reduce negative effect of the original sampling scheme on the localization ability. Therefore, the new sampling scheme can serve as an alternative for SML when higher localization accuracy is required.

Mimic Loss Function. As shown in Table 5, we also experiment with the cosine distance instead of the Euclidean distance as the mimic loss function. The experimental results on the Caltech and CityPersons datasets indicate that both the cosine distance and Euclidean distance are effective loss functions for self-mimic learning.

SML vs. Scale-based Focal Loss. To improve the detection performance on the small-scale pedestrian examples, another possible solution is to increase their loss weights during training (i.e., scale-based focal loss). Therefore, we further compare the scale-based focal loss with our proposed SML. Specifically, for the scale-based focal loss, we define the classification loss for pedestrian class as follows:

\[
L_{cls}^H = \begin{cases} 
-(1 + \frac{H_{h}}{H_{min} - H_h}) \times \log p, & h \leq H_S \\
-\log p, & \text{otherwise}
\end{cases}
\]

where \(p \in [0, 1]\) is the possibility predicted by the head network for the pedestrian class. \(h\) is the height of current pedestrian proposal and \(H_{min}\) is the minimum height of all the pedestrian proposals in the current mini-batch. As shown in Table 6, the proposed SML outperforms the baseline with scale-based focal loss, and the scale-based focal loss fails to improve performance on the Reasonable subset that contains large-scale pedestrians as well. We argue that the performance gap may caused by two reasons. First, it may be hard to compensate the missing details of small-scale pedestrians in feature space by simply increasing their loss weights. By contrast, our method exploit richer feature representations from large-scale pedestrians as references to compensate the missing details of small-scale pedestrians in feature space. Second, by assigning larger loss weights to small-scale instances, the scale-based focal loss can improve the performance on small-scale pedestrians but sacrifices the overall performance as shown in Table 6. Different from the scale-based focal loss, our SML improves both the performance on small-scale pedestrians and the overall performance. This is because our approach assigns the same weights to small-scale and large-scale pedestrians and can reduce the feature variance among small-scale and large-scale pedestrians.

Hyper-parameters. We experiment our method with different settings of hyper-parameters of \(H_S\), \(H_h\), and \(\alpha\), and the results can be found in supplementary material. We observe that our method is relatively stable under different hyper-parameter settings.

6.3 Results on Caltech

1× Training Set. Table 7 shows the results of the baseline and our approach with different network backbones, ResNet-18 and ResNet-50. Our approach improves the performance over the baseline, achieving 1.3% and 1.9% improvements with ResNet-18 and ResNet-50 respectively on the Medium subset, and 1.2% and 1.6% improvements with ResNet-18 and ResNet-50 respectively on the Far subset. The large improvements on tiny pedestrians demonstrate the effectiveness of SML on the small-scale pedestrians.

10× Training Set. In Table 8, we compare SML with the state-of-the-art methods, including RPN+BF[36], RepLoss [32], ALFNet [21], CSP [22] and OR-CNN [39]. To our best knowledge, all these methods in Table 8 use the new annotations for training and evaluation. Note that the ALFNet and CSP use data augmentation for training, e.g., random color distortion, horizontal flip and random crop, while SML is trained without any data augmentation techniques. Without pre-training on the CityPersons dataset, SML achieves the state-of-the-art performance on the Reasonable subset at the IoU thresholds of 0.5, and outperforms other the state-of-the-art methods on the...
Table 8: Comparisons with state-of-the-art methods on the Caltech testing set. 10× training set is used for training. + City means that the network is pre-trained on CityPersons.

<table>
<thead>
<tr>
<th>Method</th>
<th>Pre-train</th>
<th>Backbone</th>
<th>Reasonable</th>
<th>Reasonable</th>
<th>Small</th>
<th>Small</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>IoU=0.5</td>
<td>IoU=0.75</td>
<td>IoU=0.5</td>
<td>IoU=0.75</td>
</tr>
<tr>
<td>RPN+BF [36]</td>
<td></td>
<td>VGG16</td>
<td>7.3</td>
<td>59.9</td>
<td>8.6</td>
<td>65.6</td>
</tr>
<tr>
<td>CSP [22]</td>
<td></td>
<td>ResNet-50</td>
<td>4.5</td>
<td>28.9</td>
<td>5.3</td>
<td>31.2</td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td>ResNet-50</td>
<td>5.5</td>
<td>22.9</td>
<td>6.2</td>
<td>24.0</td>
</tr>
<tr>
<td>SML</td>
<td></td>
<td>ResNet-50</td>
<td>4.5</td>
<td>21.3</td>
<td>4.6</td>
<td>23.6</td>
</tr>
</tbody>
</table>

Table 9: Comparisons with the baseline detector on the CityPersons validation set.

<table>
<thead>
<tr>
<th>Backbone</th>
<th>Scale</th>
<th>Method</th>
<th>Reasonable</th>
<th>Small</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-18</td>
<td>×1</td>
<td>Baseline</td>
<td>16.9</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SML</td>
<td>15.9</td>
<td>26.1</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>×1</td>
<td>Baseline</td>
<td>13.4</td>
<td>21.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SML</td>
<td>12.3</td>
<td>19.3</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>×1.3</td>
<td>Baseline</td>
<td>12.0</td>
<td>18.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SML</td>
<td>10.6</td>
<td>16.3</td>
</tr>
</tbody>
</table>

Reasonable subset at the IoU thresholds of 0.75 and Small subset at the IoU thresholds of 0.5 and 0.75, respectively. Notably, our proposed SML pre-trained on CityPersons (SML + City) achieves 3.7% MR−2 and 13.4% MR−2 on the Reasonable subset and 2.8% MR−2 and 14.6% MR−2 on the Small subset at the IoU thresholds of 0.5 and 0.75, achieving the best performance on the Caltech dataset. The qualitative examples on the Caltech dataset can be found in the supplementary material.

6.4 Results on CityPersons

Table 9 shows the results of the baseline and SML with different backbone networks. We can see that our approach outperforms the baseline detector on the Reasonable subset by 1.0% ~ 1.4% in MR−2 with different backbone networks. Furthermore, SML significantly reduces the miss rate by 2.6% and 2.0% respectively using ResNet-50 with ×1 and ×1.3 input image scales and reduces the miss rate by 2.8% using ResNet-18 with ×1 input image scale on the Small subset. Qualitative results of our approach on the CityPersons dataset can be found in the supplementary material.

In Table 10, we compare our approach with state-of-the-art methods including Adapted Faster RCNN [38], TTL(MRF) [31], RepLoss [32], ALFNet [21], CSP [22], PDOE+RPN [44], OR-CNN [39], Adaptive NMS [20], and MGAN [27]. Besides, we also list the results of one-stage detector CSP with SML, which will be discussed in supplementary material. The experimental results in Table 10 shows that the proposed SML achieves comparable performance on the large-scale pedestrians and state-of-the-art miss rates on the small-scale pedestrians.

7 CONCLUSION

In this paper, we analyze the low recall and limited detection performance of small-scale pedestrian and reveal that the main cause is misclassification of small instances. Based on the analysis, we propose a Self-Mimic Learning method to enhance the representations for small-scale pedestrians and reduce intra-class feature variance by mimicking rich representations from large-scale pedestrians. To achieve this, we enforce the feature representations of small-scale pedestrians to approach those of large-scale pedestrians by making the RoI features of small-scale pedestrians mimic the local average RoI features of large-scale pedestrians. Our approach is a general component which can be efficiently applied to both one-stage and two-stage detectors with any backbone network to improve the feature representations of small-scale pedestrians. Exhaustive experiments on both Caltech and CityPersons datasets validate the effectiveness and superiority of our approach.
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