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Abstract

We present a unified and flexible framework to address
the generalized problem of 3D motion synthesis that cov-
ers the tasks of motion prediction, completion, interpola-
tion, and spatial-temporal recovery. Since these tasks have
different input constraints and various fidelity and diversity
requirements, most existing approaches only cater to a spe-
cific task or use different architectures to address various
tasks. Here we propose a unified framework based on Con-
ditional Variational Auto-Encoder (CVAE), where we treat
any arbitrary input as a masked motion series. Notably, by
considering this problem as a conditional generation pro-
cess, we estimate a parametric distribution of the missing
regions based on the input conditions, from which to sample
and synthesize the full motion series. To further allow the
flexibility of manipulating the motion style of the generated
series, we design an Action-Adaptive Modulation (AAM) to
propagate the given semantic guidance through the whole
sequence. We also introduce a cross-attention mechanism
to exploit distant relations among decoder and encoder fea-
tures for better realism and global consistency. We con-
ducted extensive experiments on Human 3.6M and CMU-
Mocap. The results show that our method produces coher-
ent and realistic results for various motion synthesis tasks,
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with the synthesized motions distinctly adapted by the given
action labels.

1. Introduction

Generating realistic and plausible human body anima-
tion with specified actions has been a widely explored but
challenging task in computer vision and graphics [29, 4]. To
synthesize smooth and natural motions, traditional methods
[30, 32] rely on the availability of complex pose specifica-
tions, which are time-consuming and expensive to obtain.

Recent deep learning approaches [5, 60, 56, 55, 17, 20,
61, 58] have investigated generating plausible human mo-
tions. However, since different motion synthesis tasks have
different goals and expectations (as seen in Figure 1), many
approaches are either restricted to one type of motion syn-
thesis task or use different methods to address the vari-
ous tasks. For example, much work [6, 14, 37, 63] is fo-
cused on the motion prediction task, typically adopting re-
current neural network (RNN) architectures to predict fu-
ture frames sequentially, with new ones dependent only on
previously generated frames. Although performing well in
motion prediction, these approaches are not directly suited
for generalizing to other motion synthesis tasks such as mo-
tion completion, interpolation, and spatial-temporal recov-
ery, as shown in Figure 1, for which both forward and back-
ward dependencies should be exploited. Moreover, many
methods [5, 60, 56] are focused on minimizing the recon-
struction error between the ground truth and generated mo-
tion sequences, while less considering motion diversity and
human-likeness, which are also significant for realistic gen-
eration. Furthermore, in precise motion animation, it is



Figure 1. Our unified framework handles different 3D motion syn-
thesis tasks, generalizing to several existing problems such as pre-
diction, completion, interpolation, and spatial-temporal recovery.
Given an arbitrarily masked pose series, our method synthesizes a
full consecutive sequence without ignoring prior information from
the pre-defined keyframes.

highly desirable for a user to be able to influence the type of
action in the generated series, while few existing solutions
are able to precisely manipulate the semantic information
of motion series and generalize well to different synthesis
tasks.

The above observations impel us to find a unified archi-
tecture for various 3D motion synthesis tasks, where we can
generate realistic and meaningful results under different cir-
cumstances. In support of our ambition to flexibly incorpo-
rate semantic guidance for precise control of generated mo-
tions, we further explore the ability to influence the action
types of the generated series in this work. To deal with var-
ious input conditions within a single model, we uniformly
treat any arbitrary input as a masked motion series. The vis-
ible parts are considered as the input condition or constraint,
while the masked regions are the places targeted for auto-
matic generation. To accommodate diverse possible solu-
tions that are consistent with the given observed frames, we
propose a framework incorporating Conditional Variational
Auto-Encoder (CVAE) for estimating a latent distribution
of the missing regions, from which we can sample and syn-
thesize multiple plausible results. To encourage congruency
between estimated and ground truth distributions, we intro-
duce two parallel but linked branches during training. As
seen in Figure 2, the bottom branch uses ground truth to
obtain the prior distribution of the missing regions and re-
build the original motion series. The upper branch, acting
as the inference branch, takes the visible constraints to esti-
mate the conditional latent distribution and samples diverse
results from this distribution.

In addition to the CVAE-based framework for general-
ized motion synthesis, we also allow more precise manipu-
lation of motion styles. In particular, we propose an Action-
Adaptive Modulation (AAM) to subsume the given seman-
tics into the generation process. To further enhance the re-
alism and global consistency of the generated series, we in-

troduce a cross-attention mechanism between encoder and
decoder features to capitalize on the relationships between
input and output poses, irrespective of temporal distances.

In summary, the main contributions of this work are:

• We propose a unified CVAE-based framework to
handle various motion synthesis tasks such as mo-
tion prediction, completion, interpolation, and spatial-
temporal recovery while meeting different input con-
straints, different fidelity and diversity requirements.

• We introduce an Action-Adaptive Modulation (AAM)
that is able to control semantic motion styles of the
generated series.

• We design a cross-attention mechanism that exploits
long-term context information to enhance the realism
and global consistency of synthesized sequences.

We conducted quantitative and qualitative assessments on
the widely-used Human3.6M and CMU-Mocap datasets.
Experiments show our approach outperformed existing pose
synthesis methods, generating realistic and plausible mo-
tion series conditioned on various input constraints.

2. Related Work

Motion Synthesis is a general term that includes sev-
eral tasks, such as motion prediction, completion and in-
terpolation. The gamut of work in human motion syn-
thesis includes using statistical [12, 39], learning-based
[55, 17, 20, 61, 16] and physics-based [2, 46, 42] meth-
ods in both computer vision and graphics. Here we mainly
focus on the most relevant learning-based approaches.

Motion Prediction A typical problem is motion predic-
tion [14, 11, 6, 34, 3, 15], which typically refers to the task
of predicting future human motion given a short initial mo-
tion segment. Due to the inherent temporal nature of this
task, many existing methods [14, 37, 47, 5, 63] resort to
recurrent neural networks (RNN) for temporal modeling.
While advancing the boundaries of motion prediction, most
of these methods generate frames step-by-step, with new
ones depending on previously generated frames. This cre-
ates a barrier to leveraging backward dependencies, mak-
ing it hard to apply to more generalized motion comple-
tion and interpolation tasks. Moreover, many approaches
[35, 23, 31, 34, 3, 15] deterministically predict pose se-
quences by minimizing the MSE loss between ground truth
and the generated pose series, which encourages the pre-
diction of one single optimal result, while there may exist
multiple plausible solutions satisfying the given constraints.

To produce robust and dynamic motion synthesis results,
generative models [5, 60, 56, 55, 17, 20, 61, 1] have been in-
troduced. Barsoum et al. [5] combined the Seq2seq frame-
work with a GAN for motion prediction, which is able to



Figure 2. Schematic overview of our proposed network architecture. During training, two complementary parts, namely the visible partial
regions Xi and the ground truth of the unknown missing Xu, are simultaneously fed into the respective encoders to estimate the distribution
of the missing regions over a latent space. The distributions are then used to sample the unseen embeddings to generate (upper-branch)
and reconstruct (bottom-branch) the whole sequence. To further precisely manipulate the semantic guidance for the synthesized poses,
we introduce the Action-Adaptive Modulation (AAM) in the decoding stage, followed by an action classifier to propagate the semantic
information across the whole sequence. Moreover, a cross-attention mechanism is employed to enhance the consistency between the input
and output features. During testing, the input keyframes only go through the upper-branch of the network without using the discriminator
and classifier. The synthesized poses are combined with the input keyframes as the output of the network. Network A and B (e.g., Encoder
A and Encoder B) imply similar architectures without sharing weights.

generate multiple results by using different latent vectors
drawn from a random distribution.

Motion Interpoloation and Completion For filling
gaps of motion with specific key-frame constraints, many
existing work utilize convolutional models [56, 25, 20, 64],
recurrent models and [18, 7], accompanied with adverserial
networks to provide consistent and plausible results. For in-
stance, Harvey et al. [18] presented a transition generation
technique that can serve as a new tool for 3D animators,
based on adversarial recurrent neural networks. Henter et
al. [19] proposed an autoregressive architecture for gener-
ating motion-data sequences based on normalizing flows.
Cai et al. [7] proposed a two-stage GAN for skeleton mo-
tion synthesis, where the first stage initializes the best la-
tent space for the input constraints, while the second stage
generates temporal signals represented as latent vector se-
quences. To allow for bidirectional transforms between the
latent and the skeleton spaces, Yan et al. [56] proposed
a Convolutional Sequence Generation Network (CSGN),
which transforms the skeleton sequence from a series of la-
tent vectors sampled from a Gaussian process (GP) and uti-
lizes Grpah Neural Networks [28, 52, 51, 53, 49, 54, 50] for
pose synthesis. Though achieving local coherence in tem-
poral space, we noticed that random sampling from a Gaus-
sian process does not fully exploit the global context infor-
mation, and also would not apply to the spatial-temporal
recovery task. To address these issues, we introduce a novel
CVAE-based framework which is capable of synthesizing
meaningful pose series based on the global context, and
more significantly can generalize to different tasks, such as
motion prediction, completion, and spatial-temporal recov-
ery.

3. Proposed Method
Given an arbitrarily masked pose sequence Xi ∈ RT×K ,

where T denotes the length of a sequence and K is the num-
ber of parameters describing each pose, our goal is to re-
cover the missing regions X̂u and generate the full consec-
utive series X̂g = {Xi, X̂u}. Here Xi = M⊙Xg , and the
ground truth complementary regions Xu = (1−M)⊙Xg .
M refers to the binary mask applied to the sequence. As
stated earlier, this problem is a generalization of the several
existing motion synthesis tasks shown in Figure 1.

Unlike most existing motion prediction methods [14, 37,
47, 5] that resort to a temporal modeling architecture such as
RNN, we propose a CVAE-based framework with two par-
allel branches during training, which is shown in Figure 2.
Below, we discuss the individual components in detail.

Given the observed regions Xi in a pose series, we at-
tempt to synthesize a plausible and realistic pose sequence
X̂g = {Xi, X̂u} without losing the prior knowledge of the
input key frames. To do so, we utilized a CVAE[44]-based
framework, which estimates a parametric distribution of the
unseen regions over a latent space, from which we can sam-
ple the latent vector zu to generate the missing parts Xu.
Formally, this involves a variational lower bound of the con-
ditional log-likelihood of the observation:

log p(Xu|Xi) ≥−KL(qψ(zu|Xu)||pϕ(zu|Xi))

+ E
qψ(zu|Xu)

[log(pθ(Xu|zu,Xi))],
(1)

where KL is the Kullback-Leibler divergence, zu is the
sampled latent vector, qψ(zu|Xu) is the posterior sam-
pling function, pϕ(zu|Xi) is the conditional prior, and
pθ(Xu|zu,Xi) is the likelihood. Note that the distribu-
tions qψ , pϕ and pθ can be parameterized by deep neural



networks, and we refer readers to the supplementary file for
the detailed derivations.

One issue with Eq. (1) is that the second term only takes
the sampling from qψ(zu|Xu) during training, which is en-
coded by the ground truth of the unseen regions Xu. This
may not be optimal for the synthesis during testing, where
we only have visible regions Xi. To mitigate the gap be-
tween training and testing, inspired by [44], we modify
Eq. (1) by sampling from both qψ(zu|Xu) and pϕ(zu|Xi):

log(p(Xu|Xi)) ≥−KL(qψ(zu|Xu)||pϕ(zu|Xi))+

µ E
qψ(zu|Xu)

[log(pθ(Xu|zu,Xi))]+

(1− µ) E
pϕ(zu|Xi)

[log (pθ(Xu|zu,Xi))].

(2)

where 0 ≤ µ ≤ 1 is a tradeoff parameter.
Network Architecture. Figure 2 gives an overview of

our CVAE-based statistical framework with two parallel
paths, each of which consists of an encoder and a decoder
and the decoder networks share identical weights. In partic-
ular, for the upper path (also the test path), the partially vis-
ible pose sequence Xi is used to infer the latent distribution
pϕ(zu|Xi) of the unseen sites, from which we can sample
the latent vector zu and generate the plausible full pose se-
ries. For the lower path, the latent distribution qψ(zu|Xu)
is encoded from the ground truth of the unseen regions Xu.
By combining the features extracted from the visible re-
gions and the sampled latent vector containing information
of the missing parts, the goal of this path is reconstructing
the original pose sequence Xg = {Xi,Xu}. Moreover, to
ensure that the synthesized data fit in the training set distri-
bution, both paths are deployed with an adversarial learning
network to facilitate high-quality generation.

3.1. CVAE-based Statistical Framework

3.2. Action-Adaptive Modulation

When synthesizing human body animations with the
given constraints, a typically desired capability would be:
can we manipulate the motion styles of the generated series
with certain semantic guidance such as action labels? To
tackle this issue, inspired by [24, 40, 65] that adjust the ac-
tivation in normalization layers for image style transforma-
tion, we propose to deploy an Action-Adaptive Modulation
(AAM) during the decoding stage (as shown in Figure 4),
followed by an action classifier to enhance the distinctive
action-related features. The detailed design of the AAM
can be found in Figure 3, where the modulation parameters
γ and β of the normalization layers are learned from the
given action labels. To further utilize sequential order, we
additionally insert a positional embedding into the action
labels, assigning each frame with a unique encoded value.

Figure 3. Action-Adaptive Modulation (AAM) is applied to the
normalization layers in the decoding stage. Particularly, we first
encode the pre-defined action label by adding a positional embed-
ding to each frame. The element-wise summed results are then
convolved to produce the per-frame modulation parameters γ and
β as the learned scale and bias of the normalization.

Specifically, let hi be the activations of the i-th layer
of a deep convolutional network for a batch of N samples.
L ∈ DT is the semantic label of each sample, where D is a
set of integers denoting the one-hot action labels. T i is the
length of the sequence in the layer, and Ci is the number of
channels in the activation map. The modulated action value
at site (n ∈ N, c ∈ Ci, t ∈ T i) is given by:

γic,t (PE (L))
hin,c,t − µin,c

σin,c
+ βic,t(PE(L)), (3)

where hin,c,t is the activation before normalization, PE is the
positional embedding function following [45], γic,t(PE(L))
and βic,t(PE(L)) are learned modulation parameters of the
normalization layer, and µn,c and σn,c are mean and stan-
dard deviation of the activation in channel c of sample n.

3.3. Cross-Attention Mechanism

One potential limitation for the current framework is that
it mainly relies on the convolutional architecture to propa-
gate local signals progressively through the data. This ap-
proach, however, does not fully exploit the long-range de-
pendencies of the distant features, as well as the consis-
tency between the given visible regions and the synthesized
poses. To address this issue, inspired by the Transformer
network [45] that employs global attention to model long-
term dependencies, we apply a cross-attention mechanism
between the encoder and decoder features across scales.
Specifically, we first perform a multi-head self-attention to
capture the long-term dependencies between frames. Then
we introduce cross attention between the encoder and de-
coder features, to enhance the correlations between the in-
put constraints and the output series.



Figure 4. Illustration of the encoder and decoder architectures,
which facilitate the effective process and consolidation of the fea-
tures across scales. For clarity, we also depict a building block
(bottom dashed box) showing the detailed architecture of each de-
coding stage.

3.4. Training

The following losses are used in training.
Distributive Regularization. In Eq. (2), the KL diver-

gence term can be interpreted as regularizing the learned
conditional prior pϕ(zu|Xi) to the posterior distribution
qψ(zu|Xu). In particular, to simplify the computation, we
define both qψ(zu|Xu) and pϕ(zu|Xi) as Gaussian distri-
butions, and the loss is given by

LgKL = −KL(qψ(zu|Xu)||pϕ(zu|Xi)) (4)

To enhance smooth training, we further use a traditional
VAE [27] to model the missing regions as arising from a
smooth Gaussian prior p(zu):

LpKL = −KL(qψ(zu|Xu)||p(zu)) (5)

where p(zu) = N (0, σ2(m)I), to allow greater latent prior
variance when the number of missing regions m is larger.

Matching Loss. Analogous to the likelihood term in
Eq. (2), we encourage accurate sequence reconstruction for
the reconstructive path (the bottom path in Figure 2) with
an L1 loss, given by

Lrm = ||X̂rec
g −Xg||1 (6)

where X̂rec
g is the reconstructed pose series and Xg is the

ground truth of the whole sequence. Conversely, for the
generative path (the upper path in Figure 2) we want to ac-
commodate diversity and thus only enforce the appearance
matching of the visible regions between the generated se-
quence X̂gen

g and the corresponding ground truth Xg , using

Lgm = ||M⊙ (X̂gen
g −Xg)||1 (7)

where M denotes the visible mask of the input sequence.
Adversarial Loss. To facilitate high-quality generation,

we further incorporate two discriminators DA, DB to re-
spectively judge whether the generated and reconstructed
series fit in with the dataset distribution. Inspired by [48],
we apply a mean feature matching loss to enhance the re-
construction accuracy:

Lrad = ||DB(X̂
rec
g ,L)−DB(Xg,L)||2 (8)

where DB(.) is the output feature maps of the discriminator
DB and L is the corresponding action label. For the adver-
sarial loss in the generative path, we adopt LSGAN [36, 62]
to improve realism:

Lgad = [DA(X̂
gen
g ,L)− 1]2. (9)

Classification Loss. A classification loss Lc is intro-
duced to facilitate the action-based motion synthesis. In
particular, the classification network is pre-trained by the
ground truth pose series. To train our model, we apply L1
norm to regularize the classification scores of the generated
and reconstructed results:

Lc = ||CL(X̂gen
g )−CL(Xg)||1+||CL(X̂rec

g )−CL(Xg)||1
(10)

where CL(.) are scores from the classification network.
Overall Loss. Combining all the above losses, we obtain

the overall loss function L:

L =λKL(LgKL + LpKL) + λad(Lrad + Lgad)
+ λm(Lrm + Lgm) + λcLc

(11)

where λ∗ are the tradeoff parameters. In our implementa-
tion, we set λKL = 20, λad = 1, λm = 20, and λc = 1.

4. Experiments
4.1. Implementation Details

We implemented our method with the PyTorch frame-
work. The 3D poses are represented in root-relative 3D joint
locations without removing the global orientation during
training and inference. During training, we set a learning
rate of 10−4, with a mini-batch size of 128 samples using
the Adam optimizer [26]. The length of the pose series T is
set as 128 for Human3.6M and 64 for CMU Mocap. Four
heads are used in cross-attention mechanism. Note that our
model can also be applied to data without action labels by
removing the AAM and classifier modules, and not using
action labels for the discriminator. Please refer to the sup-
plementary file for more details of our implementation.



Figure 5. Qualitative examples of our proposed model for different motion-related tasks on Human3.6M and CMU-Mocap datasets. Gray
poses are the pre-defined input frames (or partial body of some frames), while the red & blue skeleton sequences are the synthesized poses.
Note that the input constraints can be flexibly set to arbitrary positions with varying densities.

4.2. Datasets

We evaluated our method on two publicly available
datasets: Human3.6M [22] and CMU-Mocap1.

Human3.6M. This dataset [22] is a large-scale and com-
monly used dataset for human motion synthesis and 3D
pose estimation, which consists of 7 subjects performing
a variety of actions with ground truth 3D pose annotations.
In our experiments, in order to reduce redundant frames and
encourage large motion variations, we subsample the video
frames to 10 frames per second. The action classes we se-
lect are “Direction”, “Sitting”, “Sitting Down”, “Walking”,
“Taking Photos”, “Smoking” and “Eating”. Following the
standard setting in [10, 33, 38, 9, 13, 8], we take 5 subjects
(S1, S5, S6, S7, S8) for training and 2 subjects (S9 and S11)
for testing. The global translations and constant joints are
excluded from our experiments.

CMU-Mocap. To show the generalization ability of our
proposed method, we also evaluated our performance on the
CMU mocap dataset (CMU-Mocap). In our experiments,
we selected 6 action classes for evaluation, including “Bas-
ketball”, “Jumping”, “Washwindow”, etc. We down-sample
each sequence to 25 frames per second. The data processing
is the same as that for Human3.6M.

4.3. Evaluation Metrics

Evaluating the quality of synthesized pose sequences is
a difficult problem due to the diverse reasonable possibil-
ities for each masked pose sequence. Previous methods

1Available at http://mocap.cs.cmu.edu/

either evaluate the distance between the ground truth and
the generated results using protocols such as MPJPE (min-
imum mean per joint position error) [6, 14, 37, 63], or take
distribution-based metrics, e.g. FID (Frechet Inception Dis-
tance), IS (Inception Score), to measure the generation fi-
delity [56, 7, 61]. In our paper, noting that the genera-
tion diversity tends to be smaller with more pre-defined
input constraints but larger when it comes to generating
long-range missing parts, we adopt both MPJPE and the
distribution-based metrics (FID, IS, and Diversity) to quan-
titatively evaluate the synthesized samples, conditioned on
the generation uncertainty of the motion series.

MPJPE. For completing sequences with pre-defined
past and future frames, we assume that one of our 50 syn-
thesized samples will be close to the ground truth, and se-
lect the single sample with the minimum MPJPE for the
masked places. We apply a center mask of 30 frames to
each sequence for the completion assessment.

FID, IS and Diversity. For long-range generations with
very few initial input frames, since the sequences tend to
have diverse possible futures in totally different trends, it is
not appropriate to directly compare the synthesized results
against the one ground truth. Instead, we mainly focus on
whether the results are adequately realistic compared with
real data, as well as diverse enough to generate multiple
plausible solutions. In particular, following the evaluation
metrics of [56] which are extended from the image/video
generation problem [62, 59, 41, 7], we adopt the Frechet
Inception Distance (FID) [21] that measures the statistical
distance between the real and synthesized data in the feature

http://mocap.cs.cmu.edu/


Figure 6. Diverse actions generated from the same initial pose. By setting different semantic guidance, our model generates a variety of
semantically meaningful results given the same input frame.

Table 1. Classification Accuracy (%) of different action classes on Human 3.6M using a classifier independently trained with ground truth
3D pose series. Our method with both action guidance and Action-Adaptive Modulation (AAM) considerably improves the classification
accuracy by a large margin compared with the other two baselines.

Data Sitting Phoning Walking Takingphoto Direction SittingDown Smoking Eating Average
Ours w/o action 0.28 0.45 0.82 0.10 0.30 0.87 0.32 0.47 0.45
Ours w/ action w/o AAM 0.41 0.62 0.91 0.51 0.63 0.90 0.57 0.66 0.65
Ours w/ action w/ AAM 0.85 0.93 0.99 0.89 0.81 0.99 0.97 0.81 0.91

Table 2. Quantitative results on Human3.6M with FID / IS / Di-
versity metrics to evaluate the long-term generation and MPJPE
to assess the completion accuracy. The best results are marked in
bold.
Method FIDg(↓) FIDa(↓) IS(↑) Diversity(↑) MPJPE(↓)

HP-GAN [5] 272.3 365.2 3.48 0.05 –
Two-stage [7] 327.8 453.6 1.33 0.11 154.9
CSGN [56] 136.8 264.5 4.35 0.17 185.2
ours w/o action 88.2 192.3 6.12 0.26 115.6
ours w/ action 62.5 111.3 6.87 0.19 97.3

space, and the Inception Score (IS) [43] that analyzes class
probabilities for each generated sequence over all classes.
Additionally, we introduce a Diversity score that estimates
the feature-based standard deviation of the multiple gener-
ated outputs with the same input condition. All generated
motions are evaluated without removing the orientations.
For fair and complete comparison, FID is further divided
into two metrics: FIDg that generally assesses the distribu-
tion distances between the real and synthesized sequences
over the whole dataset, and FIDa that calculates the aver-
age class-based statistical discrepancies. To get the clas-
sification scores and intermediate features, we follow [56]
in training a ST-GCN-based classifier [57] with the ground
truth training data. The intermediate feature used for FID
and Diversity scoring is the feature map extracted from the
last layer. To precisely analyze the motion patterns within
a long-duration skeleton sequence, we cut the synthesized
sequence into several short snippets, each 30 frames long,
for the purpose of quantitative evaluation.

Action Classification. Apart from the above metrics to
evaluate the generation quality, we also want to examine
whether the synthesized samples are actually residing in the
same motion styles with the given action labels. To this
end, we employed the pre-trained ST-GCN [57] to compute
the classification accuracy for each action class. Note that

Table 3. Quantitative results on CMU-Mocap dataset. The best
results are marked in bold.
Method FIDg(↓) FIDa(↓) IS(↑) Diversity(↑) MPJPE(↓)

HP-GAN [5] 188.5 214.2 2.36 0.01 –
Two-stage [7] 386.4 426.9 1.02 0.02 162.2
CSGN [56] 146.7 223.5 3.75 0.04 188.3
ours w/o action 86.2 162.3 4.32 0.08 126.7
ours w/ action 84.6 97.7 4.67 0.05 108.6

Table 4. Impact of the cross attention mechanism on Human3.6M.
For fair comparison, action labels are leveraged for both methods.
Method FIDg(↓) FIDa(↓) IS(↑) Diversity(↑) MPJPE(↓)

ours w/o cross attention 71.3 120.1 6.43 0.18 104.4
ours w/ cross attention 62.5 111.3 6.87 0.18 97.3

Table 5. Perceptual user study to evaluate generation quality and
motion style manipulation. A higher score indicates more realis-
tic/style consistent results.

HP-GAN [5] Two-stage [7] CSGN [56] ours w/o action ours w/ action

generation quality 3.13 1.98 2.86 3.91 3.92
style consistency 2.31 1.95 2.06 2.34 4.12

the higher the recognition accuracy, the better the generated
samples follow the real class-specific motion patterns.

4.4. Results of Pose Series Generation

Quantitative Comparisons. We compared our method
with the state-of-the-art approaches [5, 56, 7] that are able
to provide multiple synthesized results on both Human3.6M
and CMU-Mocap. Since our model can optionally be im-
plemented with semantic guidance, we carried out experi-
ments with two variants of our method: a) ours w/o actions
that removes the AAM and classifier modules, and does not
use action labels for the discriminator; b) ours w/ action
that leverages the action labels for semantic manipulation.
The methods compared include the RNN-based HP-GAN
[5], the convolutional graph-based CSGN [56] that trans-



Figure 7. Visualization example of comparisons on Human 3.6M
dataset. From top to bottom, we show the result of HP-GAN [5],
CSGN [56] and our method. We see that the RNN-based HP-
GAN gradually freezes to a static pose and CSGN may generate
unnatural poses due to random sampling from Gaussian Process.

forms random vectors from Gaussian processes to pose se-
ries, and the two-stage generation model [7] that utilizes a
single-to-sequence strategy. The quantitative results, mea-
sured by FIDa / FIDg / IS / Diversity / MPJPE for both
the generation and completion tasks, are summarized in Ta-
bles 2 and 3. Since HP-GAN does not support the mo-
tion completion task, we only report the completion per-
formance (MPJPE) of the Two-stage and CSGN models.

As seen in the tables, for both the completion and the
long-range sequence generation, our method (ours w/o
action) significantly surpassed the previous leading ap-
proaches on both Human3.6M and CMU-Mocap. More-
over, adding the action labels (ours w/ action) further im-
proves the generation realism (FID/ IS) and the completion
accuracy (MPJPE), since the generated sequences are more
likely to follow the motion styles of the given action labels,
leading to better consistency with the real data distributions.
In addition, we noticed that compared to ours w/ action,
our non-action method (ours w/o action) achieved higher
diversity scores. This is expected, as generation diversity
will be reduced by constraining to a motion style. For in-
stance, a standing initial pose may lead to multiple possible
future motions, such as walking, sitting, and running. If we
specify the future action as walking, the possibilities will be
limited accordingly.

Human Evaluation We conducted perceptual user stud-
ies to evaluate the generation quality and motion style ma-
nipulation, where 100 participants were shown the gener-
ated motion sequences from different methods, and asked
to score these 1-5 for both generation quality and motion
style consistency, where the higher the better. Five mod-
els (HP-GAN [5], Two-stage [7], CSGN [56], ours w/o ac-
tion, ours w/actions) tested on Human3.6M dataset were
used for evaluation. For fair comparison, each sequence
was generated from the same input constraints with 10 ini-
tial frames. We then sampled 100 motion clips for each of
the action classes from each model, and asked each partic-
ipant to evaluate 20 sequences randomly selected from the
question pool. Table 5 shows our method (ours w/o action,
ours w/ action) led to better generation quality, while (ours
w/ action) is effective in manipulating motion styles.

Qualitative Results. For qualitative analysis, we first

provided some visual examples of our non-action method
for various motion-related tasks on both Human3.6M and
CMU-Mocap datasets. As can be seen in Figure 5, our
model is able to produce realistic and plausible pose series,
matching well with the miscellaneous input constraints.

Figure 6 gives a few visual results of our action-guided
method with the same initial pose but different action labels.
We can see that, by setting different semantic guidance, our
method produces plausible future dynamics in totally dif-
ferent but semantically meaningful trends.

We also provide a visualization example to show how our
result provides a higher-quality result compared to other ap-
proaches. As seen in Figure 7, the RNN-based HP-GAN led
to a frozen state during long-term prediction, while CSGN
occasionally generated unnatural poses due to their random
sampling method. Conversely, our method produced plausi-
ble motions without freezing during long-range prediction.

4.5. Ablation Study

Impact of Action-Adaptive Modulation. To evaluate
our proposed Action-Adaptive Modulation (AAM) for mo-
tion style manipulation, we conducted action classification
experiments with the following baselines: a) ours w/o ac-
tion; b) ours w/ action w/o AAM: directly concatenating
the action label and latent features as input to the decoder
without leveraging AAM; c) ours w/ action w/ AAM: our
proposed method that utilizes AAM for semantic manipu-
lation. The results are presented in Table 1. Compared to
baseline-a, leveraging the action labels (baseline-b) unsur-
prisingly improved the classification accuracy from 45% to
65%. Moreover, using our proposed AAM further improved
the accuracy to 91%, demonstrating the effectiveness of our
proposed AAM for semantic manipulation.

Impact of the cross-attention mechanism. We also ex-
amined the impact of the cross-attention mechanism. As
shown in Table 4, our method with the cross attention mech-
anism consistently outperformed the one without in all the
evaluation metrics, clearly demonstrating its effectiveness.

5. Conclusion

We have proposed a unified CVAE-based model to han-
dle various 3D motion synthesis tasks. Unlike existing
methods, our framework enables automatic motion synthe-
sis with flexible input constraints. To further manipulate
the motion style of the generated series, we designed an
Action-Adaptive Modulation (AAM) to propagate the se-
mantic guidance through the whole sequence. We also in-
troduced a cross-attention mechanism to improve realism
and global consistency. Experimental results on two bench-
mark datasets demonstrated the superior performance of our
proposed method.
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