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Figure 1. We present Neural Voting Field (NVF), a 3D implicit function for camera-space 3D hand pose estimation from an RGB image. Given an RGB input (a), for a 3D point in camera space, NVF can predict its signed distance to hand surface and a set of 4D offset vectors (1D voting weight and 3D directional vector to each joint). 3D pose is then obtained via dense 3D point-wise voting. Rendered predictions: (b) Hand mesh generated by Marching Cubes from the predicted signed distances (c-h) Predicted 1D voting weight from each predicted near-surface 3D point to a joint. (Brighter line means larger weight, darker or no line means smaller weight) (i) Estimated 3D hand pose.

Abstract

We present a unified framework for camera-space 3D hand pose estimation from a single RGB image based on 3D implicit representation. As opposed to recent works, most of which first adopt holistic or pixel-level dense regression to obtain relative 3D hand pose and then follow with complex second-stage operations for 3D global root or scale recovery, we propose a novel unified 3D dense regression scheme to estimate camera-space 3D hand pose via dense 3D point-wise voting in camera frustum. Through direct dense modeling in 3D domain inspired by Pixel-aligned Implicit Functions for 3D detailed reconstruction, our proposed Neural Voting Field (NVF) fully models 3D dense local evidence and hand global geometry, helping to alleviate common 2D-to-3D ambiguities. Specifically, for a 3D query point in camera frustum and its pixel-aligned image feature, NVF, represented by a Multi-Layer Perceptron, regresses: (i) its signed distance to the hand surface; (ii) a set of 4D offset vectors (1D voting weight and 3D directional vector to each hand joint). Following a vote-casting scheme, 4D offset vectors from near-surface points are selected to calculate the 3D hand joint coordinates by a weighted average. Experiments demonstrate that NVF outperforms existing state-of-the-art algorithms on FreiHAND dataset for camera-space 3D hand pose estimation. We also adapt NVF to the classic task of root-relative 3D hand pose estimation, for which NVF also obtains state-of-the-art results on HO3D dataset.

1. Introduction

Monocular 3D hand pose estimation, which aims to recover 3D locations of hand joints from an RGB image, has attracted enormous attention and made remarkable progress in recent years. As a long-standing task in computer vision, it remains challenging due to its highly articulated structure, large variations in orientations, severe (self-)occlusion, and inherent 2D-to-3D scale and depth ambiguity.

Owing to the aforementioned difficulties, most existing works [4–7, 15, 19, 26, 32, 35, 36, 45, 52, 53, 59, 60, 63] focused on one aspect of this general problem, which is to estimate root-relative 3D hand pose (i.e., 3D joint coordinates relative to a pre-defined root joint, such as hand wrist). While accurate 2D-to-3D root-relative pose estimation is essential for numerous applications in Virtual/Augmented Reality, there are various interactive tasks in which having root-relative hand joint coordinates alone is insufficient. For instance, being able to recover camera-space 3D hand joint coordinates in an AR view enables the user to directly use hands to manipulate virtual objects moving in 3D space.

To recover robust camera-space 3D hand pose, there are two key design elements: (1) the ability to exploit dense local evidence. Specifically, as demonstrated in previous works [14, 16, 25, 29, 34, 42, 43, 47, 49, 54–56], dense regression-based methods are more effective than holistic regression-based counterparts for handling highly articulated 3D pose structure, attributed to its ability to maintain the input data spatial structure and fully exploit local evidence; (2) the ability to reason 3D hand global geome-
try. As shown in previous literature [13, 29, 33], given 2D evidence and camera intrinsic parameters, reasonable understanding towards target object 3D structure/geometry is crucial to alleviate 2D-to-3D depth ambiguity, which is the key to accurately locate 3D hand pose in camera space.

To fully integrate both elements into our algorithm design in a unified manner, we connect with Pixel-aligned Implicit Function (PIFu) [24, 27, 49, 50, 62]. Through direct dense modeling in 3D domain with pixel-aligned local features, PIFu-based methods reconstruct highly detailed 3D human geometry from an RGB image in a unified way, showing its ability to model high-frequency local details such as clothing wrinkles while generating complete global geometry including largely occluded region such as the back of a person. Inspired by these results, we propose a novel unified 3D dense regression scheme based on a 3D implicit function for robust camera-space 3D hand pose estimation. Specifically, for each of the 3D query points densely sampled in camera frustum and its pixel-aligned image feature, unlike PIFu predicting occupancy value for each point, our proposed Neural Voting Field (NVF) regresses: (i) the signed distance between the point and the hand surface; (ii) a set of 4D offset vectors (1D voting weight and 3D directional vector from the point to each joint). Following a vote-casting scheme, 4D offset vectors from near-surface points (i.e., points for which the predicted signed distance is below a threshold) are selected to calculate the 3D hand joint coordinates by a weighted average.

Most existing works for camera-space 3D hand pose estimation, as shown in Tab. 1, follow a two-stage estimation scheme. They first adopt holistic or pixel-level dense regression to obtain 2D and relative 3D hand poses and then follow with complex second-stage processing such as fitting, registration, using a separate network for 3D global root location or scale estimation. NVF instead provides a unified solution via direct dense modeling in 3D camera space followed by a simple weighted average operation, which enables reasoning about 3D dense local evidence and hand global geometry. As shown in Fig. 1, NVF makes solid 3D point-wise prediction and overall distribution of signed distance and voting weight even in highly occluded regions, leading to accurate camera-space pose estimation.

In Sec. 4, we show that NVF noticeably outperforms two baselines based on holistic regression and 2D dense regression. Besides, NVF exhibits state-of-the-art performance for the task of camera-space 3D hand pose estimation on FreiHAND dataset. We also adapt NVF to the classic task of root-relative 3D hand pose estimation, for which NVF also achieves state-of-the-art results on HO3D dataset.

Since estimating absolute 3D pose from an RGB image is an ill-posed problem due to scale and depth ambiguity [13, 29], in Sec. 4.4, we also provide ablation analysis on hand scale based on results from NVF and the baselines.

This work makes the following contributions:

1. We propose Neural Voting Field (NVF), as the first 3D implicit representation-based unified solution to estimate camera-space 3D hand pose.
2. NVF follows a novel unified 3D dense regression scheme to estimate camera-space 3D hand pose via dense 3D point-wise voting in camera frustum.
3. NVF outperforms baseline methods based on holistic and 2D dense regression and achieves state-of-the-art results on absolute and relative hand pose estimation.

### 2. Related Work

#### 2.1. Camera-Space 3D Hand Pose Estimation

As shown in Tab. 1, most existing works for monocular RGB input-based camera-space 3D hand pose estimation generally follow a two-stage estimation scheme. Iqbal et al. [29] recovers 3D hand pose in camera space up to a scaling factor by solving a quadratic equation given the camera intrinsic parameters and the estimated scale-normalized root-relative 2.5D pose via 2D Dense regression. Extra global scale estimation is required for camera-space absolute 3D hand pose recovery. Another line of work [8, 21, 22] first obtains 2D pose or root-relative 3D hand pose estimations via 2D dense or holistic regression. Then, Hasson et al. [21] fits a 3D hand model to the initial estimations and recovers 3D hand pose in camera space from the input RGB video. Both ObMan [22] and CMR [8] work on a single RGB input and directly recover 3D global root from the initial 2D pose and root-relative 3D pose/mesh estimations. I2L-MeshNet [42] proposes a 1D dense regression scheme to predict per-pixel likelihood on 1D heat map for recovering root-relative 2.5D pose, and then uses a separate network (i.e., RootNet [41]) for the absolute root depth estimation.

#### 2.2. Root-relative 3D Hand Pose Estimation

For single RGB input-based root-relative 3D hand pose estimation, some early methods [52, 59, 63] adopt classic frameworks such as Convolutional Neural Network and Multi-Layer Perceptron in combination with holistic or dense regression scheme for scale-invariant and root-relative 3D hand joint positions recovery. After the introduction of the 3D parametric MANO [48] model, tremendous literature [3, 4, 9, 22, 45, 53, 60] attempts to integrate MANO into the learning pipeline and directly regress

<table>
<thead>
<tr>
<th>Method</th>
<th>First Stage</th>
<th>Second Stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iqbal et al. [29]</td>
<td>2D-Dense</td>
<td>Scale Estimation</td>
</tr>
<tr>
<td>ObMan [22]</td>
<td>Holistic</td>
<td>Root Estimation</td>
</tr>
<tr>
<td>I2L-MeshNet [42]</td>
<td>1D-Dense</td>
<td>Root Depth Estimation</td>
</tr>
<tr>
<td>CMR [8]</td>
<td>2D-Dense+SpiralConv</td>
<td>Registration</td>
</tr>
<tr>
<td>Hasson et al. [21]</td>
<td>Holistic</td>
<td>Model Fitting</td>
</tr>
<tr>
<td>NVF (Ours)</td>
<td>Unified 3D-Dense</td>
<td>Weighted Average</td>
</tr>
</tbody>
</table>
MANO parameters from the image. Meanwhile, MANO model-free approaches [6] continue to develop and more works also start to investigate the dependencies among hand joints as hands are inherently structured. Thus, geometric deep learning-based models (e.g., Graph Convolution, Spiral Convolution) [5, 7, 8, 15, 32, 53] and Transformer-based models [19, 35, 36, 45] have also been proposed.

2.3. 3D Implicit Representation

Recent methods [1, 2, 10, 17, 37, 40, 46, 51] have shown that, as a continuous and differentiable function realized by Multi-Layer Perceptron, memory efficient deep implicit function can represent detailed 3D shapes with arbitrary topology and have no resolution limitations. It can also be extended to RGB image-based 3D reconstruction [40, 44, 46, 57]. Grasping Field [30] proposes to reconstruct hands grasping object via predicting signed distances for hand and object given the input point cloud or RGB image. Unlike previous implicit functions relying on a global feature vector, given an input RGB image with cleanly segmented foreground, Pixel-aligned Implicit Function [49] (PIFu) utilizes pixel-aligned image feature and depth value at each 3D point for occupancy prediction. PIFu-based methods have shown the ability to generate high-fidelity 3D human geometry with more clothes details [27, 31, 50, 62] and robust 6D pose estimation. For instance, Neural Correspondence Field [24] predicts signed distance and 3D object coordinate for each 3D point to establish dense 3D-3D correspondences for robust 6D object pose estimation.

3. The Proposed Method

3.1. Preliminaries

Pixel-Aligned Implicit Function (PIFu) [49]. PIFu, by learning an implicit function in 3D domain with pixel-aligned features, generates detailed 3D human geometry including largely occluded regions from a segmented RGB image. Specifically, given a segmented image $I: \mathbb{R}^2 \rightarrow \mathbb{R}^3$, PIFu first extracts a feature map $F: \mathbb{R}^2 \rightarrow \mathbb{R}^C$ with $C$ channels by a fully convolutional image encoder. Then, for a 3D point $p \in \mathbb{R}^3$ in the camera space and its 2D projection $\pi(p): \mathbb{R}^3 \rightarrow \mathbb{R}^2$ on $I$, the implicit function, represented by a Multi-Layer Perceptron (MLP) $f_{\text{PIFu}} : \mathbb{R}^C \times \mathbb{R} \rightarrow \mathbb{R}$ as $f_{\text{PIFu}}(S(F, \pi(p)), Z(p)) = y$ maps the pixel-aligned feature $S(F, \pi(p))$ and the depth $Z(p)$ of $p$ to the occupancy $y \in [0, 1]$ (1 means $p$ is inside the human surface and 0 means otherwise). $S$ is the sampling function (e.g., bilinear interpolation) to sample the value of $F$ at pixel $\pi(p)$.

Signed Distance Function (SDF) [12, 46]. Given a 3D shape $M \in \mathcal{M}$, a signed distance function is a continuous function $\phi: \mathbb{R}^3 \times \mathcal{M} \rightarrow \mathbb{R}$ as $\phi(p, M) = s$, mapping a 3D point $p$ to the signed distance $s$ between $p$ and the shape surface. The sign denotes if $p$ is outside (positive) or inside (negative) of a watertight surface, with the iso-surface $\phi(p, M) = 0$ implicitly representing the surface.

3.2. Dense Offset-based Pose Re-Parameterization

As opposed to holistic regression directly mapping the input data to sparse and absolute joint positions and 2D dense regression which mainly exploits the 2D input local evidence, our method aims to directly model in 3D do-
shape \( M \), we define the pose parameterization as a function \( \psi \), mapping from a 3D point \( p \) in the camera space to a set of 4D offset vectors \( V = \{ v_n \}_{n=1}^N \), \( v_n \in \mathbb{R}^4 \):

\[
\psi : \mathbb{R}^3 \times J \times M \mapsto \mathbb{R}^{T \times 4} \text{ as } \psi(p, J, M) = V.
\]  

(1)

Each offset vector \( v_t = (w_t, d_t) \) consists of a 1D voting weight \( w_t \in \mathbb{R} \) as point-wise closeness to hand joint \( j_t \):

\[
w_t = \begin{cases} 
1 - \frac{\|j_t - p\|^2}{\eta} & s < \delta \text{ and } \|j_t - p\|_2 \leq r \text{ and } p \in B^K_t, \\
0 & \text{otherwise},
\end{cases}
\]

(2)

and a 3D unit directional vector \( d_t \in \mathbb{R}^3 \) as point-wise direction to hand joint \( j_t \):

\[
d_t = \begin{cases} 
\frac{j_t - p}{\|j_t - p\|^2} & s < \delta \text{ and } \|j_t - p\|_2 \leq r \text{ and } p \in B^K_t, \\
0 & \text{otherwise},
\end{cases}
\]

(3)

where \( s = \phi(p, M) \) and \( |s| < \delta \) means points that are within clamping distance \( \delta \) from the hand surface. \( r \) denotes the radius of a 3D ball centered at each joint and \( B^K_t \) denotes the set of \( K \)-Nearest Neighbors (KNN) to joint \( j_t \) among all the near-surface points \( i.e., \) points with \( |s| < \delta \). Thus, among all the 3D points that are in the hand surface vicinity, we assign the non-zero 4D offset vector \( v_t \) to the \( K \) nearest points inside the 3D ball with radius \( r \) of joint \( j_t \).

3.3. Neural Voting Field

To fully exploit the 3D local evidence and hand global geometry for camera-space 3D hand pose estimation, based on the aforementioned signed distance function and pose parameterization, we unify both modalities using a pixel-aligned implicit function. Following the proposed pipeline in Fig. 2, we first extract a \( C \)-channel feature map \( F \) from the input RGB image \( I \) by a hourglass network \( g(I; \eta) \) as used in [24, 49]. Then, for a 3D query point \( p \) sampled in camera space, we define a continuous implicit function \( f_{NVF} \) realized by a MLP, which maps from pixel-aligned image feature \( S(F, \pi(p)) \) and depth \( Z(p) \) of point \( p \) to its signed distance \( s \) and a set of 4D offset vectors \( V \):

\[
f_{NVF} : \mathbb{R}^C \times \mathbb{R} \mapsto \mathbb{R} \times \mathbb{R}^{T \times 4} \text{ as } f_{NVF}(S(F, \pi(p)), Z(p); \theta) = (s, V),
\]

(4)

where \( \eta \) and \( \theta \) are the parameters of the hourglass \( g \) and MLP \( f_{NVF} \), respectively. We use a pinhole camera model for 3D-to-2D projection. For each 3D point, besides the set of 4D offset vectors, NVF also predicts its signed distance to the hand surface, helping to learn the global hand geometry and also to select near-surface 3D points by thresholding the signed distances. The near-surface 3D points are then considered as valid 3D voters to be used in the voting stage.

Optimization. During training, we sample \( N \) 3D points \( P = \{ p_n \}_{n=1}^N \) in camera frustum for each image, and apply direct supervision to both predicted signed distance \( s_n \) as \( L_s \) and the predicted set of 4D offset vectors \( V_n \) as \( L_V \). Given the ground-truth signed distance \( \hat{s}_n = \phi(p_n, M) \) and set of offset vectors \( \hat{V}_n = \psi(p_n, J, M) \), where \( J \) and \( M \) are the ground-truth pose and mesh, \( L_s \) and \( L_V \) are defined as:

\[
L_s = \frac{1}{N} \sum_{n=1}^{N} \left| \text{clamp}(\hat{s}_n, \delta) - \text{clamp}(s_n, \delta) \right|,
\]

(5)

\[
L_V = \frac{1}{N} \sum_{n=1}^{N} \mathbb{I} (|\hat{s}_n| < \delta) H \left( \hat{V}_n, V_n \right),
\]

(6)

where \( \text{clamp}(s, \delta) := \min(\delta, \max(-\delta, s)) \) uses \( \delta \) to control the distance from the hand surface over which we want to main a metric SDF, following [46]. \( H \) is the Huber loss [28] and \( \mathbb{I}(\cdot) \) is an indicator function that selects near-surface points \( i.e., \) points that are within clamping distance \( \delta \) from the hand surface. Then, We jointly train the hourglass network \( g \) and MLP \( f_{NVF} \) end-to-end by solving the following optimization problem with \( \lambda \) as the balancing weight:

\[
\eta^*, \theta^* = \arg \min_{\eta, \theta} L_s + \lambda L_V.
\]

(7)

Sampling of 3D Query Points. During training, unlike voxel-based methods which require discretization of ground-truth 3D meshes, we directly sample 3D points on the fly from the ground-truth mesh following [24, 49]. To make NVF fully exploit meaningful local evidence and understand the hand global geometry, it is crucial to focus on the hand by sampling the query points more densely around the hand surface during training. Thus, given the 3D camera-space hand model, we first sample 12500 points nearby the surface, 1000 points inside the bounding sphere of the model, and 1000 points inside the camera frustum. Among all these points, we then sample 2500 points inside the model and 2500 points outside to form a set of 5000 points in total for training. During inference, the points are directly sampled at centers of voxels that fill up the same camera frustum without any ground-truth information used.

3.4. Dense 3D Point-to-Joint Voting.

During training, assuming \( N \) 3D points \( P = \{ p_n \}_{n=1}^N \) sampled in camera frustum for each image, for each point \( p_n \) that is considered as a valid 3D voter \( i.e., \) the predicted signed distance \( s_n \) is below the threshold \( \delta \), based on its predicted set of 4D offset vectors \( V_n = \{ v_t \}_{t=1}^T \), we first convert each 4D offset vector \( v_t = (w_t, d_t) \) into the actual 3D offset \( o_t^n \) from \( p_n \) to joint \( j_t \) based on Eq. 2 and Eq. 3:

\[
o_t^n = \mathbb{I} (|s_n| < \delta) \left[ r(1 - w_t^n) d_t^n \right].
\]

(8)

Then, each camera-space joint location \( j_t \) is calculated simply by a weighted average over each voter’s 3D offset prediction:

\[
J_t = \sum_{n=1}^{N} \frac{\mathbb{I} (|s_n| < \delta) w_t^n (o_t^n + p_n)}{\sum_{n=1}^{N} \mathbb{I} (|s_n| < \delta) w_t^n}.
\]

(9)
Finally, we obtain the final camera-space 3D hand pose as \( J = \{j_i\}_{i=1}^t \). Furthermore, instead of using all the near-surface points as valid voters, we can also only focus on using near-surface points with high predicted voting weight, as a higher voting weight means the point is more confident and closer to a hand joint. Therefore, we use voting fraction as a parameter to control the fraction of near-surface points with the highest voting weight for voting. Related ablation studies will be given in Sec. 4.7.

4. Experiments

4.1. Baseline Methods

To demonstrate the effectiveness of our proposed 3D dense regression scheme against classic holistic regression and 2D dense regression, we design two directly comparable baselines that share the same architecture of the hourglass network and the MLP as NVF described in Sec. 3. Specifically, similarly to NVF, both baselines first extract C-channel feature map from the input RGB image \( I \). Then, unlike our \( f_{\text{NVF}} \) which takes a sampled 3D query point’s pixel-aligned feature \( S(F, \pi(p)) \) and its depth \( Z(p) \) to predict its signed distance \( s \) and the set of 4D offset vectors \( \nu \), the two baselines take the following steps.

**Baseline-Holistic.** We directly apply a global average pooling \( \alpha \) to its feature map \( F' \) extracted by the hourglass network \( g(I; \eta) \) and generate a C-dimension feature vector \( \alpha(F') \). The feature vector is then passed through the MLP \( f_{\text{HOL}} : \mathbb{R}^C \rightarrow \mathbb{R}^{T \times 3} \) as \( f_{\text{HOL}}(\alpha(F'); \theta') = J' \). \( f_{\text{HOL}} \) directly outputs \( T \) 3D hand joint coordinates \( J' = \{j_i'\}_{i=1}^T \) in camera space. Given the ground-truth pose \( J \), it is trained by solving the following optimization problem with a loss function \( L_{J'} = H(J, J') \):

\[
\eta'^*, \theta'^* = \arg \min_{\eta', \theta'} L_{J'}. \tag{10}
\]

**Baseline-2D-Dense.** We adopt a 2D dense regression scheme to estimate the camera-space pose via dense 2D pixel-wise voting, which is different from NVF which is based on dense 3D point-wise voting. Given the feature map \( F' \) extracted by the hourglass network \( g(I; \eta) \), we only pass the pixel-aligned feature \( F'(u) \) at each 2D pixel location \( u \) through the MLP \( f_{\text{DEN}} : \mathbb{R}^C \rightarrow \mathbb{R} \times \mathbb{R}^{T \times 4} \) as \( f_{\text{DEN}}(F'(u); \theta'') = (e, V'') \). \( f_{\text{DEN}} \) outputs the probability \( e \in [0, 1] \) that the hand is present at \( u \) and also a set of 4D vectors \( V'' = \{v''_i\}_{i=1}^L \). Each 4D vector \( v''_i = (w''_i, \hat{j}_i) \) contains a 1D voting weight \( w''_i \) and 3D joint coordinate \( \hat{j}_i \). For the 1D voting weight, it is defined similarly to the one in NVF. We first use the camera ray for each pixel to find its first 3D intersection point with the 3D hand model in the camera space. Then, we directly follow Eq. 2 to calculate the pixel’s voting weight as the closeness to each joint. It is trained by solving the following optimization problem with \( \lambda'' \) as the balancing weight:

\[
\eta''*, \theta''* = \arg \min_{\eta'', \theta''} L_e + \lambda'' L_{\nu''} \tag{11}
\]

\[
= \arg \min_{\eta'', \theta''} \frac{1}{L} \left[ \sum_{l=1}^L E(\hat{e}_l, e_l) + \lambda'' \sum_{l=1}^L \hat{e}_l H(\bar{V''}_l, \bar{V''}_l) \right], \tag{12}
\]

where \( L \) is the number of pixels, \( E \) is the binary cross-entropy loss, \( \hat{e}_l \) is given by the ground-truth hand mask, and \( \bar{V''}_l \) is the ground-truth set of 4D vectors. During inference, for pixel \( u_l \) with predicted probability \( e_l > 0.5 \) (i.e., predicted as the foreground pixel), its predicted voting weight and 3D joint location are used to calculate the camera-space pose \( J'' = \{j''_i\}_{i=1}^T \) by a weighted average, similar to Eq. 9.

4.2. Dataset and Evaluation Metrics

**FreiHAND Dataset** \cite{64}. As a real 3D hand dataset, it provides 130,240 training and 3,960 evaluation samples. The result of the evaluation set is evaluated via the official server for online evaluation. Since FreiHAND provides hand scale during evaluation time, we provide an ablation on hand scale for analysis of 2D-to-3D scale and depth ambiguity. **Metrics.** For FreiHAND, we evaluate for the task of camera-space 3D hand pose estimation. As in \cite{8,64}, we report the unaligned version of Mean Joint Error (mm) which is measured in camera space as CS-MJE and the Area-Under-the-Curve of PCK (Percentage of Correct Keypoints) vs. error thresholds as CS-AUC to evaluate the absolute 3D hand pose. We also define and report a 3D Translation Error (mm) (TE) \cite{23} and Depth Error (mm) (DE) to evaluate the predicted and ground-truth pose’s centroid and the depth-axis of the centroid, respectively. The results of TE and DE will be used in analysis for baseline studies, especially for the analysis of scale and depth ambiguity.

**HO3D Dataset** \cite{18}. As a real 3D hand-object dataset, it contains 66,034 training samples and 11,524 evaluation samples. We use the official server for online evaluation as the annotations of the evaluation set are not available. **Metrics.** For HO3D, we evaluate for the task of root-relative 3D hand pose estimation. As in \cite{18,19}, we report the Mean Joint Error (mm) after scale-translation alignment of the root as MJE and corresponding AUC to evaluate the pose. We also follow \cite{45} to add ground-truth root to the predicted root-relative pose and report error (mm) as RS-MJE as it is equivalent to measuring in root-relative space.

**Complement (Comp) Dataset** \cite{7}. As a synthetic 3D hand dataset, it provides 1,520 poses and 71 viewpoints for research use. We only use it for pre-training when needed.

4.3. Implementation Details

For NVF and two baselines, the network architecture is adopted from PIFu \cite{49}. Specifically, we use hourglass net-
work with the output stride of 4 and output channel of 256 as the image encoder. All the MLPs $f_{\text{NVF}}$, $f_{\text{HOL}}$, and $f_{\text{DEN}}$ have four hidden fully-connected layers with the number of neurons as (1024, 512, 256, 128). Unless stated otherwise, during training for NVF, the clamping distance $\delta$ is set to 5 mm. The $K$NN is set to 1024. The ball radius $r$ is set to 80 mm. During inference, the sampling step size of 3D points is 16 mm in all three axes. The voting fraction is set to 50%. Unlike PIFu, no image segmentation is applied. Camera intrinsic parameters are assumed known. Base on the above setting, for camera-space 3D hand pose estimation, we directly sample 3D points in camera space, as described in Sec. 3.3. We call NVF working in camera space as CS-NVF. Unlike other methods in Tab. 2, CS-NVF and both baselines take the original image as input without hand detection or cropping. For the task of root-relative 3D hand pose estimation, we follow similar sampling strategy but sample in a hand root-relative 3D cube instead of the camera frustum. We then call NVF working in root-relative space as RS-NVF. RS-NVF takes cropped hand-centered image. Please refer to the supplementary for more details.

### 4.4. Baseline Studies

In this section, based on the results from CS-NVF and both baselines (as in Tab. 2, Tab. 3, Fig. 3, and Fig. 4), we investigate the impact of 2D-to-3D scale and depth ambiguity for the task of absolute 3D hand pose estimation and the effectiveness of using 3D dense regression over both 2D dense regression and holistic regression.

#### 2D-to-3D Scale and Depth Ambiguity

Estimating absolute 3D pose from an RGB image is an ill-posed problem due to 2D-to-3D scale and depth ambiguity [13, 29]. In view of this matter, FreiHAND [64] provides hand scale during evaluation for participants to use. As most existing works do not use the provided hand scale and thus, no relevant ablation on hand scale exists, we provide ablation results on hand scale in Tab. 2 and Tab. 3 for CS-NVF and two baselines. First, based on results in Tab. 2 and Tab. 3, we observe that, for all three pipelines, the main cause of the error between the ground-truth and predicted hand joints is the global translation and especially the depth component as $TE$ is close to CS-MJE and $DE$ is close to $TE$. For instance, CS-NVF with hand scale and Comp pre-training achieves 39.3 mm CS-MJE, while $TE$ and $DE$ are 36.5 mm and 35.5 mm, respectively. This validates the fact that depth ambiguity is indeed one of the main challenges for estimating accurate absolute 3D hand pose from a single RGB image. Moreover, for CS-NVF and the two baselines, using hand scale leads to significant improvements in terms of all three metrics. It is also worth noting that, for all three pipelines, results only using hand scale outperform results using only extra data. For instance, CS-NVF with hand scale achieves 42.4 mm CS-MJE, while CS-NVF with Comp pre-training achieves 43.6 mm CS-MJE.

<table>
<thead>
<tr>
<th>Method</th>
<th>Extra Data</th>
<th>Hand Crop</th>
<th>Hand Scale</th>
<th>CS-MJE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ObMan [22]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>85.2</td>
</tr>
<tr>
<td>MANO CNN [64]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>71.3</td>
</tr>
<tr>
<td>I2L-MeshNet [42]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>60.3</td>
</tr>
<tr>
<td>CMR-SG-RN18 [8]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>49.7</td>
</tr>
<tr>
<td>CMR-SG-RN50 [8]</td>
<td>-</td>
<td>✓</td>
<td>✓</td>
<td>48.8</td>
</tr>
<tr>
<td>Baseline-Holistic</td>
<td>-</td>
<td>×</td>
<td>×</td>
<td>54.5</td>
</tr>
<tr>
<td>Baseline-2D-Dense</td>
<td>-</td>
<td>×</td>
<td>✓</td>
<td>53.2</td>
</tr>
<tr>
<td>Baseline-2D-Dense (Ours)</td>
<td>-</td>
<td>×</td>
<td>✓</td>
<td>47.2</td>
</tr>
<tr>
<td>Baseline-Holistic (Ours)</td>
<td>-</td>
<td>×</td>
<td>✓</td>
<td>50.4</td>
</tr>
<tr>
<td>Baseline-2D-Dense (Ours)</td>
<td>-</td>
<td>×</td>
<td>✓</td>
<td>49.0</td>
</tr>
<tr>
<td>CS-NVF (Ours)</td>
<td>-</td>
<td>×</td>
<td>✓</td>
<td>42.4</td>
</tr>
<tr>
<td>CS-NVF (Ours) Comp*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>44.6</td>
</tr>
<tr>
<td>CS-NVF (Ours) Comp*</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>39.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Extra Data</th>
<th>Hand Scale</th>
<th>TE (mm)</th>
<th>DE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline-Holistic</td>
<td>-</td>
<td>✓</td>
<td>50.6</td>
<td>49.1</td>
</tr>
<tr>
<td>Baseline-2D-Dense</td>
<td>-</td>
<td>✓</td>
<td>49.2</td>
<td>47.9</td>
</tr>
<tr>
<td>CS-NVF (Ours)</td>
<td>-</td>
<td>✓</td>
<td>43.6</td>
<td>42.4</td>
</tr>
<tr>
<td>Baseline-Holistic</td>
<td>-</td>
<td>✓</td>
<td>46.9</td>
<td>45.5</td>
</tr>
<tr>
<td>Baseline-2D-Dense</td>
<td>-</td>
<td>✓</td>
<td>45.3</td>
<td>43.9</td>
</tr>
<tr>
<td>Baseline-Holistic</td>
<td>-</td>
<td>✓</td>
<td>38.9</td>
<td>37.8</td>
</tr>
<tr>
<td>Baseline-2D-Dense</td>
<td>-</td>
<td>✓</td>
<td>48.7</td>
<td>47.1</td>
</tr>
<tr>
<td>CS-NVF (Ours) Comp*</td>
<td>✓</td>
<td>✓</td>
<td>47.9</td>
<td>46.4</td>
</tr>
<tr>
<td>Baseline-Holistic</td>
<td>-</td>
<td>✓</td>
<td>41.5</td>
<td>40.4</td>
</tr>
<tr>
<td>Baseline-2D-Dense</td>
<td>-</td>
<td>✓</td>
<td>40.5</td>
<td>38.8</td>
</tr>
<tr>
<td>CS-NVF (Ours) Comp*</td>
<td>✓</td>
<td>✓</td>
<td>36.5</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Table 2. Comparison for absolute 3D hand pose on FreiHAND.

*: pre-training on Comp. Note that our CS-NVF and two baselines take the original image without hand detection or cropping.

Table 3. Comparison of 3D Translational and Depth Error for absolute 3D hand pose on FreiHAND.

*: pre-training on Comp.

Figure 3. 3D PCK for absolute 3D hand pose on FreiHAND.
Figure 4. Qualitative results for absolute and relative 3D pose: (b) Predicted hand mask (Baseline) or mesh generated by Marching Cubes from the predicted signed distances (NVF). (c-h) Predicted 1D voting weight from each predicted foreground pixel (Baseline) or predicted near-surface 3D point (NVF) to a joint. (Brighter line means larger weight, darker or no line means smaller weight) (i) Estimated 3D pose. NVF makes solid point-wise prediction and overall distribution of signed distances and voting weights in highly occluded region.

![Qualitative results for absolute and relative 3D pose](image)

Table 4. Comparison for relative 3D hand pose on HO3D.

<table>
<thead>
<tr>
<th>Method</th>
<th>MJE</th>
<th>AUC</th>
<th>RS-MJE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hasson et al. [20]</td>
<td>36.9</td>
<td>0.369</td>
<td>-</td>
</tr>
<tr>
<td>Pose2Mesh [11]</td>
<td>33.3</td>
<td>0.480</td>
<td>33.2</td>
</tr>
<tr>
<td>ObMan [22]</td>
<td>31.8</td>
<td>0.461</td>
<td>55.2</td>
</tr>
<tr>
<td>Liu et al. [38]</td>
<td>31.7</td>
<td>0.463</td>
<td>30.0</td>
</tr>
<tr>
<td>Hampali et al. [18]</td>
<td>30.4</td>
<td>0.494</td>
<td>-</td>
</tr>
<tr>
<td>METRO [35]</td>
<td>28.9</td>
<td>0.504</td>
<td>-</td>
</tr>
<tr>
<td>I2L-MeshNet [42]</td>
<td>26.0</td>
<td>0.529</td>
<td>26.8</td>
</tr>
<tr>
<td>Keypoint Trans. [19]</td>
<td>25.7</td>
<td>0.553</td>
<td>-</td>
</tr>
<tr>
<td>ArtiBoost [58]</td>
<td>25.3</td>
<td>0.532</td>
<td>-</td>
</tr>
<tr>
<td>Zheng et al. [61]</td>
<td>25.1</td>
<td>0.541</td>
<td>-</td>
</tr>
<tr>
<td>HandOccNet [45]</td>
<td>24.0</td>
<td>0.557</td>
<td>24.9</td>
</tr>
<tr>
<td>RS-NVF (Ours)</td>
<td>21.8</td>
<td>0.610</td>
<td>23.2</td>
</tr>
</tbody>
</table>

has 44.6 mm CJ-MJE. These verify that a reasonable understanding towards the hand scale would help for robust depth learning and alleviate depth ambiguity, which is also aligned with existing literature [13, 29, 33].

**Dense Regression vs. Holistic Regression.** In Tab. 2 and Fig. 3, we can observe that both CS-NVF and Baseline-2D-Dense consistently outperform Baseline-Holistic on CS-MJE and CS-AUC under different training settings. For instance, without using hand scale, Baseline-2D-Dense is 1.3 mm better than Baseline-Holistic in CS-MJE, and CS-NVF can be 7.3 mm better. Since three pipelines share the same network architecture, this supports our point that dense regression is more effective than holistic regression for handling highly articulated pose data.

**3D Dense Regression vs. 2D Dense Regression.** Quantitatively, in Tab. 2 and Fig. 3, it can be observed that CS-NVF consistently outperforms Baseline-2D-Dense by a large margin on CS-MJE and CS-AUC under different training settings. For instance, without using hand scale, CS-NVF can be 6 mm better on CS-MJE. Qualitatively, as indicated by the white circles in column (c-h) of Fig. 4, both methods are able to find valid voters (Baseline-2D-Dense: pixels with predicted probability $e > 0.5$, CS-NVF: 3D points with predicted signed distance $|s| < \delta$). However, CS-NVF generally provides not only more number of valid voters, but also more reasonable element-wise prediction and overall distribution of the voting weight than Baseline-2D-Dense. Specifically, for the number of voters, since CS-NVF models all the 3D points around the hand surface and Baseline-2D-Dense can only model foreground pixels, CS-NVF generally can find and use more valid voters. As for element-wise prediction and overall distribution of the voting weight, CS-NVF is generally able to predict large voting weight for points close to hand joint and small value for points far away, resulting in well-shaped symmetric distribution around the corresponding joint, even in occluded regions. Note that brighter line indicates larger voting weight, darker or no line indicates smaller voting weight. Moreover, as shown in column (b) for the mesh rendering of CS-NVF (obtained using Marching Cubes [39] from predicted signed distances), even in highly occluded region, CS-NVF provides solid signed distance distribution showing its ability to reason the global hand geometry. Overall, these demonstrate that CS-NVF, through direct dense modeling in 3D domain, can better model 3D dense local evidence, the relation between voters and 3D hand pose, and also the global hand geometry, compared with 2D dense regression-based counterpart, which leads to robust 3D hand pose estimation.

**4.5. Main Results: Absolute 3D Hand Pose**

In Tab. 2 and Fig. 3, we also compare CS-NVF with current state-of-the-art methods on FreiHAND for absolute 3D
hand pose estimation. In Tab. 2, without the use of hand scale and extra data as a fair comparison, CS-NVF surpasses previous state-of-the-art methods, achieving 1.6 mm better than CMR [8]. Note that, unlike other methods, CS-NVF takes the original image as input without hand detection or cropping. Additional hand scale information used without extra data improves the CS-MJE of CS-NVF further to 42.4 mm. Additional Comp pre-training improves the CS-MJE of CS-NVF to 44.6 mm without hand scale and 39.3 mm with hand scale. Referring to Fig. 3, CS-NVF also achieves state-of-the-art performance on CS-AUC.

### 4.6. Main Results: Relative 3D Hand Pose

In Tab. 4, we compare RS-NVF with current state-of-the-art methods on HO3D for relative 3D hand pose estimation. RS-NVF significantly outperforms all these methods in all three metrics. Especially, RS-NVF outmatches HandOccNet [45] by 2.2 mm on MJE, 1.7 mm on RS-MJE, and also has 0.610 AUC against 0.557 AUC from HandOccNet.

### 4.7. Ablation Studies

#### Sampling Step Size.

During inference, 3D query points are sampled at centers of voxels that fill up the 3D space. Since the choices of different sampling step sizes can influence both accuracy and efficiency, in Tab. 6, we show the ablation on sampling step size for CS-NVF. With 16 mm as the step size, CS-NVF achieves 34 FPS and 39.3 mm on CS-MJE given 28k points. Reducing the step size to 4 mm yields 1,882k points and 1 FPS with slightly improved CS-MJE of 39.2 mm. Increasing to 32 mm step size yields 3k points and improves the FPS to 56 with still competitive 42.4 mm on CS-MJE. For RS-NVF not shown in the table, 4 and 8 mm step size both yield MJE of 21.7 mm and AUC of 0.62.

We can observe that, while step size affects FPS, NVF is relatively insensitive regarding the performance. In all other reported results, we use 16 mm as the default step size.

#### Voting Fraction.

Since the predicted point-wise voting weight reflects the confidence and closeness of a given point towards a certain joint, besides using all the near-surface points as valid voters, we can use a specified fraction of near-surface points with the highest voting weight for voting during inference. In Tab. 5, we observe that using all the near-surface points (100%) yields competitive results while 50% fraction leads to the overall better performance for both CS-NVF and RS-NVF. The results are aligned with our algorithm design since points far from each joint are not expected to make meaningful contributions. In all other reported results, we use 50% as the default voting fraction.

#### Clamping Distance.

During training, clamping distance \( \delta \) is used to concentrate NVF’s capacity on learning high-quality point-wise prediction (i.e., signed distance and set of 4D offset vectors) near the hand surface. Ablation in Tab. 5 shows that 5 mm generates the overall better performance for both CS-NVF and RS-NVF. In all other reported results, we use 5 mm as the default clamping distance.

#### K-Nearest Neighbors (KNN).

During training, among all the sampled points that are in the hand surface vicinity, non-zero 4D offset vector will only be assigned to the \( K \) nearest points inside a 3D ball of each hand joint. As shown in previous works [16, 54], estimating offsets for large KNN is unnecessary and far away joints are beyond the scope of receptive field. Small KNN might also cause poor performance due to the sparse learning scheme. Ablation in Tab. 5 shows that 1024 KNN generates the overall better performance for both CS-NVF and RS-NVF. In all other reported results, we use 1024 as the default KNN.

### 5. Conclusions

We propose Neural Voting Field (NVF), as the first 3D implicit representation-based unified solution to estimate camera-space 3D hand pose given a single RGB image. NVF follows a novel unified 3D dense regression scheme to estimate 3D hand pose in 3D camera space via dense 3D point-wise voting in camera frustum. Studies with both holistic regression baseline and 2D dense regression baseline verify NVF’s ability to fully exploit 3D dense local evidence and model global hand structure/geometry, which are essential for precisely locating 3D hand joints in 3D camera space. NVF also demonstrates state-of-the-art results on both tasks of camera-space 3D hand pose estimation and root-relative 3D hand pose estimation.
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