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ABSTRACT
Evaluating speaker emotion in conversations is crucial for vari-
ous applications requiring human-computer interaction. However,
co-occurrences of multiple emotional states (e.g. ‘anger’ and ‘frus-
tration’ may occur together or one may influence the occurrence
of the other) and their dynamic evolution may vary dramatically
due to the speaker’s internal (e.g., influence of their personalized
socio-cultural-educational and demographic backgrounds) and ex-
ternal contexts. Thus far, the previous focus has been on evaluating
only the dominant emotion observed in a speaker at a given time,
which is susceptible to producingmisleading classification decisions
for difficult multi-labels during testing. In this work, we present
Self-supervisedMulti-Label Peer Collaborative Distillation (SeMuL-
PCD) Learning via an efficient Multimodal Transformer Network,
in which complementary feedback from multiple mode-specific
peer networks (e.g.transcript, audio, visual) are distilled into a sin-
gle mode-ensembled fusion network for estimating multiple emo-
tions simultaneously. The proposed Multimodal Distillation Loss
calibrates the fusion network by minimizing the Kullback–Leibler
divergence with the peer networks. Additionally, each peer net-
work is conditioned using a self-supervised contrastive objective
to improve the generalization across diverse socio-demographic
speaker backgrounds. By enabling peer collaborative learning that
allows each network to independently learn their mode-specific
discriminative patterns, SeMUL-PCD is effective across different
conversation environments. In particular, the model not only out-
performs the current state-of-the-art models on several large-scale
public datasets (e.g., MOSEI, EmoReact and ElderReact), but with
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around 17% improved weighted F1-score in the cross-dataset ex-
perimental settings. The model also demonstrates an impressive
generalization ability across age and demography-diverse popula-
tions.
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1 INTRODUCTION
Emotion analysis in conversation has become a prominent area of re-
search in recent years due to its widespread applications in various
fields including healthcare, education, entertainment, and market-
ing industries. In fact, a reliable and accurate emotion recognition
system can play a pertinent role in an intelligent interactive agent
that may require to adaptively determine appropriate responses
based on users’ emotions. Though there is evidence that humans
can experience multiple emotions simultaneously [29, 40, 41, 46, 53],
most existing methods emphasize only estimating a single dominant
emotion [32, 35, 62], which limits its usability in a realistic conver-
sation setting. In fact, just inferring the dominant emotion in iso-
lation may be severely misleading at times. For example, compare
two situations in a classroom setting: a student exclusively experi-
encing ‘boredom’ vs. a student experiencing both ‘boredom’ and
‘frustration’. While it is obvious that both situations require a per-
sonalized intervention to facilitate an uninterrupted and enjoyable
learning experience for the student, they would need completely
different types of intervention. Nevertheless, evaluating a human
expression to analyze the existence of multiple co-occurring emotion
states is particularly difficult as the ground truth labels are often
correlated, with some emotions being more visually prominent than
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Figure 1: Overview of the proposed SeMUL-PCD Model

other co-occurring ones. With limited training data describing such
multi-label co-occurrence patterns, predicting a mixture of easy
and difficult labels frequently may result in the model overfitting
specifically due to over-training on those hard-to-learn labels.

Furthermore, it is important to note that emotion is performed by
perceiving, recognizing, and interpreting human behavior and in-
tent from various cues such as facial expressions, acoustic features,
and text transcripts [34, 36]. As a human we use complementary in-
formation frommultiple modalities to conclude an individual’s emo-
tion [9]. Toward this, most of the existing methods [49, 58] leverage
a static approach for multimodal fusion. However, the importance
of all modes is not always constant. In fact, an important challenge
in this scenario is that the mode-specific contexts do vary across time,
conversational context, and subject. A lack of understanding of this
mutual interplay may generate the risk of misclassification.

Lastly, a reliable emotion recognition system is expected to gen-
eralize well across users from diverse demographics (e.g. age, race,
ethnicity) [16, 22, 43, 49, 61]. For example, analyzing emotion for in-
dividuals across ages is challenging due to the fact that aging causes
facial shapes and appearances to change significantly [20, 25, 47]. A
similar observation has also been made in analyzing the expression
of emotions across other demographic variations as well [19, 37].
Few studies address the task within a broader spectrum of demo-
graphic variances [5, 38, 46, 72]. For an emotion recognition system
to be reliable, its generalization capacity across different demo-
graphic backgrounds is critical to ensure an optimized decision
quality and prevent systemic bias.

The proposed Self-supervised Multi-Label Peer Collaborative
Distillation (SeMuL-PCD) learning framework aims to address the
aforementioned challenges. An overview of the framework is il-
lustrated in Figure 1. The Primary Contributions of SeMUL-PCD
include the followings:
(1) An effective Multimodal Transformer Network that enables its
multiple mode-specific networks to independently learn the comple-
mentary uni-modal perspectives and distill their individually per-
ceived knowledge into its single attention-enhanced peer-ensembled

fusion branch network. In a self-supervised collaborative learn-
ing setting the proposed model is trained via an efficient cross-
network attention fusion mechanism to facilitate robust decision
making.
(2) The proposed Label Consistency Calibration loss enables cali-
bration of the peer-ensembled fusion branches with respect to
the difficulty of different emotion labels, thereby avoiding the
network output being biased by the difficult labels.
(3) To address the lack of sufficient representative samples of diffi-
cult co-occurring emotions in the training collection, the proposed
Multmodal Distillation Loss is specifically tailored to leverage
the calibrated mode-specific peer network outputs for pseudo-
supervising the peer-ensembled branch network. Thus, the label
prediction uncertainties are learned via knowledge distillation,
which may significantly relieve the manual labeling burden.
(4) The multi-label prediction is facilitated by the introduction of
Binary Cross Entropy loss, which allows shortlisting sufficiently
prominent emotional traits observed in an utterance. An intu-
itive emotion explanation combined with superior performance
in several public datasets representing human behaviors across
a variety of age/demographic backgrounds demonstrates an ef-
fective generalization capacity of SeMUL-PCD compared to the
state-of-the-art models.

2 RELATEDWORK
Multimodal emotion recognition in conversation replicates humans
by combining information from multimodal heterogeneous behav-
ioral, biological, and external cues to estimate an individual’s emo-
tional state [55]. Several recent studies have studied multimodal
interconnections of textual, visual, and acoustic data [35, 44, 48, 49,
52]. To combine cross-modal information, many of these methods
either concatenate the processed unimodal feature vectors [35, 49]
or by a predefined fixed combination (e.g., a weighted average
of feature vectors) [57, 70]. Furthermore, To better estimate the
emotion within an utterance, several existing works leverage the
contextual information preserved within an utterance sequence
[22, 23, 31, 35, 65]. While multimodal fusion methods seem to be
promising [16], a static approach to fusion may not work equally
well for all query and emotion patterns. However, predicting emotion
within an isolated utterance is still considered difficult. For example,
due to its reliance on the utterance sequence context, DialogueCRN
[35] demonstrates a drastically deteriorated performance in pre-
dicting emotion in an utterance with significant polarity shifts[2].

An important challenge is that the fusion of mode-specific infor-
mation may not be always uniform across instances or categories [18]
and vary given an individual’s unique socio-cultural-demographic
contexts. For example, many of the existing multimodal frameworks
focus on estimating adult emotions and do not generalize well across
ages [12, 27, 35, 46]. One major factor is the difference in emotional
expressions (both verbal and non-verbal) between different age
groups [20]. For instance, children and adults may express the same
emotion differently due to differences in facial musculature, social-
ization, and cognitive development [46]. However, only a small
fraction of public dataset [46, 68, 69] represent different emotions
exhibited by the elder population, though the size constraint often
prohibits effective training of large-scale computational models.
In fact, only a limited few recent studies consider age in their
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decision-making task [46, 56]. In particular, models trained on a
restricted age group may not be able to capture the variability of
emotional expressions across different age groups[55] and thereby
may not establish a reliable extent of generalization. Toward this,
SeMuL-PCD designs a Multimodal Transformer Network comprising
of multiple mode-specific peer branch networks. In a self-supervised
collaborative learning setting, these independent branch networks are
trained to model a uni-modal perspective of the multimodal input,
while simultaneously distilling their learned knowledge into a sin-
gle peer-ensembled fusion branch network by means of an effective
cross-network attention fusion.

The other challenge that is frequently ignored in addressing the
task of recognizing emotion in conversation video is that an utterance
usually tends to generate more than one emotion. However, in most
cases classifying multiple emotions in parallel is more difficult than
just the dominant one. A set of recent works [71, 73, 77, 79] attempt
to estimate multiple emotions simultaneously. While these models
require a large-scale dataset for training, most of them do not gen-
eralize well across speakers’ demographics. In fact, as we observe,
among all emotions present in an individual’s expression, some are
more visible than others, which makes some emotions ‘difficult’
to recognize than others, and that makes the task of multi-label
multimodal emotion recognition task furthermore challenging. To
address this the proposed Multimodal Transformer Network at the
core of SeMuL-PCD, is trained using a multi-component loss function
that simultaneously achieves the following objectives - enhances the
model’s ability to generalize across varying demographics (e.g., wider
age range) with our cross-modal Self-supervised Noise Contrastive
Objective, prevents label bias by improving the calibration via an
effective Label Consistency Calibration Loss, and facilitates train-
ing in a limited data environment by leveraging learned uni-modal
knowledge and distilling it into the fusion branch network decision
via our Multmodal Distillation Loss.

3 PROPOSED METHOD
In this section, we propose an effective Self-supervised Multi-Label
Peer Collaborative Distillation (SeMuL-PCD) Emotion Learning
approach by designing aMultimodal Transformer Network. The pro-
posed multi-branch network shares complementary mode-specific
distilled knowledge from a set of uni-modal peer branch networks
with a single peer-ensembled fusion branch and in a collaborative
learning environment, the entire multimodal network (with its
multiple peer branches) is trained in parallel. Intuitively, since all
these mode-specific branches usually contain semantically similar
features regarding the input video, sharing them helps to reduce
the overall training cost compared to traditional Teacher-Student
network architectures and helps define an improved collaboration
mechanism amongmode-specific peers to enable defining a discrim-
inative multimodal feature descriptor in a self-supervised manner.
Figure 1 depicts the overview of the model architecture. As illus-
trated in the figure, a Multimodal Transformer Network is designed,
in which the visual branch uses Tubelet embedding [6] for the
spatial and temporal dimension factorization of the input video to
develop the visual branch of the transformer, while a pre-defined
tokenization scheme of text (and audio) branch is used to design

the text-specific (and audio-specific) branch [1, 24]. Each mode-
specific peer branch network makes its individual evaluation that
indicates its respective probabilistic uncertainty score against each
emotion state in consideration. These branch-specific estimates
jointly attend the single peer-ensembled fusion branch evaluation
to deliver an aggregated output estimate. The proposedMultimodal
Distillation Loss calibrates the fusion branch network toward that
of multiple mode-specific branch networks of the proposed Mul-
timodal Transformer Network by minimizing their total pairwise
Kullback–Leibler divergences. Additionally, the learning iterations
of each branch network are conditioned using a self-supervised con-
trastive objective to improve the model’s generalization capacity
across diverse socio-demographic speaker backgrounds.

Problem definition:Given a conversation, represented in terms
of video {𝑢 𝑗 } 𝑗 ∈ D, the objective of the proposed SeMuL-PCD
model is to evaluate multiple emotion states (‘happy’, ‘sad’, ‘neutral’,
‘angry’, ‘excited’, and ‘frustrated’) present in the speaker expression
along with their uncertainties. To introduce notation simplicity,
from now on, we will omit the suffix 𝑗 and an arbitrary element
𝑢 will be denoted as 𝑢 unless the suffix is specifically required
otherwise. Each 𝑢 ∈ D is represented as = (x𝑣, x𝑎, x𝑡 ), where x𝑣
represents its visual content, x𝑎 represents its acoustic content, and
𝑥𝑡 represents its text (or semantic) content.

3.1 Multimodal Transformer Network
Architecture

Tokenization and Positional Encoding: The backbone of the
proposedMultimodal Transformer Network has three identicalmode-
specific peer branch networks and a peer-ensembled fusion branch
network, each of which embeds their corresponding mode-specific
(or a fused) component to obtain the input to a multimodal trans-
former layer. For example, we represent each video component
x𝑣 ∈ R𝐹×𝐻×𝑊 ×𝐶 into a sequence of tubelets z

′ ∈ R𝑛𝐹 ×𝑛𝐻 ×𝑛𝑊 ×𝑛𝐶 ,
where each tubelet z

′
is of dimension𝑛×ℎ×𝑤 . Therefore,𝑛𝐹 = ⌊ 𝐹𝑛 ⌋,

𝑛𝐻 = ⌊𝐻
ℎ
⌋ and 𝑛𝑊 = ⌊𝑊𝑤 ⌋ tokens are extracted from the temporal,

height, and width dimensions respectively to fuse spatiotemporal
information during tokenization itself [6]. To capture the positional
embedding for each tubelet, we follow the positional encoding
scheme by Akbari et al.[3] that applies a linear projection to ev-
ery tubelet to generate a 𝑑 dimensional vector representation. The
weight vector W𝑣,𝑝𝑜𝑠 ∈ R𝑛𝐹 ·𝑛𝐻 ·𝑛𝑊 ·𝑛𝐶×𝑑 defining the linear pro-
jection is comprised of learnable parameters. For the subsequent
self-attention operations within the proposed transformer network
to be permutation invariant, we encode the position of these patches,
and the dimension-specific sequence of positional embeddings is
learned as follows:

pe(𝑖, 𝑗, 𝑘) = pe𝐹𝑖 + pe𝐻 𝑗 + pe𝑊𝑘 ,

PE𝐹 ∈ R𝑛𝐹 ×𝑑 , PE𝐻 ∈ R𝑛𝐻 ×𝑑 , PE𝑊 ∈ R𝑛𝑊 ×𝑑

and pe𝑖 is the 𝑖𝑡ℎ row of PE so that 𝑛𝐹 · 𝑛𝐻 · 𝑛𝑊 video tubelets are
encoded by using 𝑛𝐹 + 𝑛𝐻 + 𝑛𝑊 position embeddings. The audio
component x𝑎 , defined as a 1D signal of length𝑇 is first segmented
into ⌊ 𝑇

𝑎
′ ⌋ tokens each containing 𝑎

′
waveform amplitudes and the

linear projection defined by a learnable vectorW𝑎,𝑝𝑜𝑠 ∈ R𝑎
′×𝑑 to

obtain each token in terms of a𝑛𝐶 dimensional representation. ⌊ 𝑇
𝑎
′ ⌋
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positional embeddings are learned to encode the position of these
tokens. For the text embedding, we leverage the widely adopted
word representation technique [50] and for each component x𝑡 ,
a vocabulary of 𝑣 words is created using the words present in
the training collection. Each word present in x𝑡 is mapped to a 𝑣-
dimensional one-hot vector followed by a linear projection defined
via a learnable weightW𝑡,𝑝𝑜𝑠 ∈ R𝑣×𝑑 .

The MultiModal Transformer Layer: For each mode-specific
peer transformer branch in a multimodal transformer layer of the
proposed Multimodal Transformer Network, we use the standard
established transformer layer architecture [17] that has the standard
self-attention [66] for the Multi-Head Attention (MHA) module,
the Gaussian Error Linear Unit (GeLU) [33] activation for the feed-
forward part of each layer, alongwith a pre-normalization [8] before
the MHA and Multi-Layer Perceptron (MLP). For more details on
the standard transformer architecture, readers are requested to refer
[17]. Thus given𝑚 ∈ {𝑣, 𝑎, 𝑡}, the sequence of a flattened stream of
mode-specific tokens is defined as follows:

z𝑚𝑖𝑛 = [x𝑚0 W𝑚,𝑝𝑜𝑠 ; x𝑚1 W𝑚,𝑝𝑜𝑠 .....x𝑚𝑁W𝑚,𝑝𝑜𝑠 ;x𝑚𝑎𝑔𝑔]

where x𝑚𝑛 is the input token sequence. The term x𝑚𝑎𝑔𝑔 presents a
learnable embedding for an aggregation token, whose correspond-
ing output z𝑚,0𝑜𝑢𝑡 defines a mode-specific aggregated output for each
mode-specific peer transformer branch and is used for multi-label
classification via joint space embeddings.

The peer-ensembled fusion branch of in a multimodal trans-
former layer adopts an architecture very similar to its mode-specific
peer transformer branches, however with a simple yet effective
cross-network attention enhanced information integration scheme
defined with: the query 𝑄 𝑓 = 𝑧

𝑓

𝑖𝑛
𝑊
𝑓

𝑄
, where 𝑧 𝑓

𝑖𝑛
= [𝑥 𝑓𝑎𝑔𝑔] with

𝑊
𝑓

𝑄
∈ R𝑑×𝑑 is a learnable weight matrix; key 𝐾 𝑓 = (z𝑣

𝑖𝑛
𝑊 𝑘
𝑣 ⊕

z𝑎
𝑖𝑛
𝑊 𝑘
𝑎 ⊕z𝑡𝑖𝑛𝑊

𝑘
𝑡 )𝑊 𝑘

0 , value𝑉
𝑓 = (z𝑣

𝑖𝑛
𝑊 𝑣𝑎𝑙
𝑣 ⊕z𝑎

𝑖𝑛
𝑊 𝑣𝑎𝑙
𝑎 ⊕z𝑡

𝑖𝑛
𝑊 𝑣𝑎𝑙
𝑡 )𝑊 𝑣𝑎𝑙

0
where𝑊 𝑘

𝑚,𝑊
𝑣𝑎𝑙
𝑚 ∈ R(𝑁+1)𝑑×𝑑∀𝑚 ∈ {𝑣, 𝑎, 𝑡} are learnable weights.

The output z𝑓 ,0𝑜𝑢𝑡 of the peer-ensembled fusion branch is used for
multi-label classification via joint space embeddings A specific at-
tention head of z𝑓 ,0𝑜𝑢𝑡 is computed as:

z𝑓 ,0
𝑜𝑢𝑡,[ℎ] = linear

(
softmax

(𝑄 𝑓 𝐾 𝑓 𝑇
√
𝑑

)
𝑉 𝑓

)
The proposed cross-network attention-enhanced multi-modal

fusion mechanism thus allows us to integrate multiple complemen-
tary mode-specific information into a single fusion token toward
serving two-fold tasks: Preserving multiple co-occurring mode-
specific cues that may help design a more robust perception model
in a self-supervised setting; Evaluating the pairwise interactions
between all spatiotemporal tokens within each mode-specific peer
branch network as well as their aggregated views within the fusion
branch that may facilitate modeling the long-range contextual re-
lationships in videos, without having to define a computationally
expensive hierarchical attention network [7].

3.2 Multi-Label Classification
Important to note that in addition to the external environmental or
situational contexts, human expression significantly varies based on
sociocultural and demographic specifications. For example, facial

muscles undergo atrophy due to age, which restricts one’s ability
to generate emotional expression [21, 26]. This makes the task of
the speaker’s emotional evaluation during a conversation further-
more difficult. Therefore, toward enabling the design of a model
with robust generalization ability, the proposed SeMuL-PCD with
the Multimodal Transformer Network as its fundamental feature
representation module, is trained end-to-end in a self-supervised
learning setting. In a joint embedding space, the learning objective
is designed as a weighted combination of four loss components:
Noise Contrastive Estimation (NCE) loss (LNCE), Label Consistency
Calibration Loss (LLCC); Multimodal Distillation Loss (LMDL); and
the conventional Binary Cross Entropy Loss (LBCE)[14]. The com-
plete weighted loss for SeMul-PCD is defined as:

L = L𝐵𝐶𝐸 + _𝐶L𝐿𝐶𝐶 + _𝐾L𝑀𝐷𝐿 + _𝑆L𝑁𝐶𝐸 (1)

Next, we will discuss each of the loss functions separately.
Joint Embedding Space Projection: To eliminate the inherent

heterogeneity observed in the semantic granularity of each mode,
we adopt the approach by Alayrac et al.[4] and learn multiple
mode-specific linear mappings to project z𝑚,0𝑜𝑢𝑡 onto the single joint
embedding space. In particular, we learn the linear projection heads
𝑔𝑣−>𝑐 (.),𝑔𝑎−>𝑐 (.),𝑔𝑡−>𝑐 (.), and𝑔𝑓 −>𝑐 (.) to respectivelymap z𝑣,0𝑜𝑢𝑡 ,

z𝑎,0𝑜𝑢𝑡 , z
𝑡,0
𝑜𝑢𝑡 , z

𝑓 ,0
𝑜𝑢𝑡 onto a joint embedding space to directly compare

them by using a similarity metric (e.g., cosine similarity).
Noise Contrastive Estimation (NCE) loss: Given a sample

𝑢 𝑗 ∈ D, its mode-specific representatives (z𝑣,0
𝑜𝑢𝑡,𝑗

, z𝑎,0
𝑜𝑢𝑡,𝑗

, z𝑡,0
𝑜𝑢𝑡,𝑗

) as
well as their fused counterpart z𝑓 ,0𝑜𝑢𝑡 are aligned pairwise. We note
that these pairs are composed by aggregating mode-specific descrip-
tions of different temporal locations of the visual-audio-text stream
𝑢 ∈ D, which helps capture the dominant localized patterns and
their co-occurrences across modalities. Given f𝑚

𝑗
:= 𝑔𝑚−>𝑐 (z𝑚,0𝑜𝑢𝑡,𝑗

)
for 𝑚 ∈ {𝑣, 𝑎, 𝑡} and f 𝑓

𝑗
:= 𝑔𝑓 −>𝑐 (z

𝑓 ,0
𝑜𝑢𝑡,𝑗

), in a self-supervised
setting, we leverage an aggregated noise contrastive estimation
(L𝐴𝐶𝐸 ), which is as defined below:

LACE =
1
|D|

∑︁
𝑢 𝑗 ∈D

1
4

∑︁
𝑚≠𝑚𝑖

𝑚,𝑚𝑖 ∈{𝑣,𝑎,𝑡,𝑓 }

LNCE (f𝑚𝑗 , f
𝑚𝑖
𝑗

) (2)

with

LNCE (f𝑚𝑗 , f
𝑚𝑖
𝑗

) =
[
− 𝑙𝑜𝑔 (

𝑃 (f𝑚𝑖
𝑗

|f𝑚𝑖
𝑗

)

𝑃 (f𝑚𝑖
𝑗

|f𝑚𝑖
𝑗

) + |N𝑗 |
|N|

)

+
∑︁
𝑘∈N𝑗

𝑙𝑜𝑔 (
𝑃 (f𝑚𝑖

𝑘
|f𝑚𝑖
𝑗

)

𝑃 (f𝑚𝑖
𝑘

|f𝑚𝑖
𝑗

) + |N𝑗 |
|N|

) − 1
]

that computes the probability of both features f𝑚
𝑗

and f𝑚𝑖
𝑗

representing
the same instance 𝑢 𝑗 compared to other elements in a uniformly sampled
negative set N𝑗 and N represents the sample batch.

Label Consistency Calibration Loss: In the context of a multi-label
classification task, the one-versus-all (OVA) loss [42] is popularly used to
optimize the network weights of C independent binary classifiers, where
C represents the total number of categories in consideration. However, in
our problem context, generations of different emotions may have mutual
influences on each other. Therefore, treating each emotion as an independent
category by ignoring such influences may force a significant information
loss resulting in a negative impact on the model’s performance.
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Therefore, to capture such difficult multi-label information patterns
without having to experience the risk of model overfitting, we aim to pro-
pose model calibration for quantifying the model confidence against each
prediction on a speaker’s emotional state. More formally, if a model is
well-calibrated, it should not just make some correct predictions, but also
present an appropriate confidence for each prediction it makes. Therefore,
the perfect calibration [51] is defined as:

P(𝑦𝑖 = 1 |𝑦𝑝
𝑖
= 𝑝𝑟 ) = 𝑝𝑟, ∀𝑝𝑟 ∈ [ [0, 1]

where 𝑦𝑝
𝑖
represents the predicted confidence for the 𝑖𝑡ℎ label. Intuitively

the left-hand side of the above equation can be approximated by the model,
the accuracy of which is dependent on the robustness/generalization ability
of the model. However, the right-hand side of the equation can be visu-
alized as the corresponding confidence. While due to the difficulty of the
multi-label scenarios, the model may not always be expected to produce
high confidence in each prediction, the deteriorated performance may be
attributed to its miscalibration. Therefore, to enforce accurate model cal-
ibration, we propose a simple yet effective Label Consistency Calibration
Loss defined as:

LLCC = − 1
|D |

∑︁
𝑢 𝑗 ∈D

1
| C𝑝
𝑗
|

∑︁
𝑐∈C𝑝

𝑗

log 𝑦𝑝,𝑓
𝑗,𝑐

where C𝑝
𝑗
represents the set of all positive ground truth labels associated

with 𝑢 𝑗 ∈ D and 𝑦𝑝,𝑓
𝑗,𝑐

represents the predicted confidence on the 𝑐𝑡ℎ label
for the sample𝑢 𝑗 obtained from the peer-ensembled fusion branch network.

Multimodal Distillation Loss It is important to note that getting an ac-
curate ground truth for difficult labels (e.g. precise confidence score against
every emotion state co-occurring in a speaker’s expression at a given time
stamp) is itself another challenging task, which is not just time-consuming
but also extremely expensive when considered for large scale annotation.
To address this, we leverage the calibrated outputs via pseudo-supervision
following a mode-specific peer knowledge transfer scheme. The proposed
Multimodal Distillation Loss component leverages each prediction made by
a uni-modal peer branch network with that of the peer-ensembled fusion
branch network using Kullback–Leibler divergence. In particular, by intro-
ducing a target prediction distribution (T(.)), we allow all the independent
mode-specific peer branch of the proposedMultimodal Transformer Network
to distill the uncertainty information with the peer-ensembled fusion branch
for pairwise alignments. More formally, with each uni-modal peer branch
being independent, we use the chain rule to derive the target prediction
distribution as:

T(𝑢 𝑗 ) =
∏

𝑚∈{𝑣,𝑎,𝑡 }
P𝑚 (𝑢 𝑗 )

where P𝑚 (𝑢 𝑗 ) :=
[
𝑦
𝑝,𝑚

𝑗,1 , ..., 𝑦
𝑝,𝑚

𝑗,|C|
]
is the complete multi-label prediction

inferred by the m-mode peer branch network. The total Multimodal Distil-
lation Loss is then defined as:

LMDL =
1

|D |
∑︁
𝑢 𝑗

1
𝜏𝑘 | C | KL(T(𝑢 𝑗 ) | |P

𝑓 (𝑢 𝑗 ) )

where 𝜏𝑘 is a learnable temperature parameter and P𝑓 (𝑢 𝑗 ) is the com-
plete multi-label prediction inferred by the peer-ensembled fusion branch
network.

4 EXPERIMENTS
4.1 Datasets Used
As the main focus of this work is to design a model that may evaluate
multiple co-occurring emotion states observed in the utterance of a speaker
from a wide age/demographic range, the proposed SeMuL-PCD is evaluated
using three publicly available datasets - Multimodal Opinion Sentiment
and Emotion Intensity (MOSEI) [76], a Multimodal Dataset for Recognizing
Emotional Response in Aging Adults (ElderReact) [46], and a Multimodal

Table 1: Comparison of SeMuL-PCD with other models using
the weighted averaged F1 measure (wF1) and Accuracy scores
on the MOSEI dataset. For category-specific performances
please refer to the Appendix in the supplementary material.

Method Accuracy wF1
HHMPN (AAAI 2021) [80] 45.9 55.6
DRS2S (ACL 2019) [73] - 87.90
MMS2S (EMNLP 2020) [78] 47.50 56.0
LMF (ACL 2018) [45] 82.0 82.1
MFM (ICLR 2019) [64] 84.4 84.3
SPC (EMNLP 2021) [15] 82.6 82.8
ICCN (AAAI 2020) [62] 84.2 84.2
MuIT (ACL 2019) [63] 82.5 82.3
MISA (ACM MM 2020) [32] 84.23 83.97
Self-MM (AAAI 2021) [74] 85.17 85.30
MAG-BERT (ACL 2020) [59] 84.70 84.50
MMIM (EMNLP 2021) [27] 85.97 85.94
DialogueCRN [35, 67] 70.1 -
UniMSE (EMNLP 2022) [36] 85.86 85.79
SeMUL-PCD (Text only) 84.49 84.75
SeMUL-PCD (Video only) 72.05 73.92
SeMUL-PCD (Audio only) 71.23 73.17
SeMUL-PCD (Video + Audio) 76.34 77.85
SeMUL-PCD (Text + Audio) 84.92 85.04
SeMUL-PCD (Text + Video) 85.26 86.41
SeMUL-PCD (Text+ Audio+ Video) 88.62 89.04

Approach and Dataset for Recognizing Emotional Responses in Children
(EmoReact) [56]. Important to note that unlike several state-of-the-art models
[35], [16], and [43], which take advantage of the past information on the
speaker’s evolving emotion patterns (as observed by tracking the sequence of
their past utterances) to predict their present emotion state, in this work, we
do not have the access to the speakers’ past utterance detail. Therefore, we
leverage information available only within a single utterance.

The large-scale MOSEI dataset [76] expands its baseline MOSI dataset
[75] by including a higher number of utterances, wider variety in samples,
speakers, and topics over the MOSI dataset. MOSEI dataset contains 23, 453
annotated video segments (utterances), from 5, 000 videos of more than 65
hours of annotated video, 1, 000 distinct speakers, and 250 different topics.
The labels in this dataset comprise six discrete emotions — anger, disgust,
fear, happiness, sadness, and surprise. Even though samples in MOSEI have
a slight bias towards positive sentiments, combinations of negative emotions
like sadness-anger, and surprise-disgust are the most commonly occurring
multi-label annotations, with the exception of happiness-surprise.

The EmoReact dataset [56] designs a challenging testbed for recogniz-
ing emotional responses in children. It is comprised of 1, 102 videos of 63
children in the age range of 4 − 14 years. The videos are downloaded from
Youtube and present a nearly balanced collection in terms of genders (i.e.,
51% of the speakers is female). Each video represents children’s reactions in
the context of food, and technology. Each video is segmented into approxi-
mately 5 seconds clips, such that each clip covers only one child reacting.
The children in the videos perform 5 tasks: being shown the context; being
asked a question about it; answering a question about it; being told a fact
about it; and explaining their opinion about it. The dataset was annotated by
crowd-sourcing at Amazon Mechanical Turk (AMT), where the annotators
were asked to label each clip independently in the following discrete emo-
tion categories: neutral, disgust, fear, happiness, sadness, surprise, curiosity,
uncertainty, excitement, attentiveness, exploration, confusion, anxiety, em-
barrassment, frustration. Multiple emotions may be present in a clip of this
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dataset. While curiosity (defined as a need or design to learn something [13])
seems to co-occur with surprise, uncertainty, or happiness-like emotions,
the correlation between curiosity-fear (or happiness-fear) is very low.

The ElderReact dataset is similar to EmoReact in terms of the way it
was collected. There are 43 videos of 46 elderly subjects (46 female and
20 male) reacting to contexts like video games, social events, and online
challenges downloaded from YouTube. The original videos were segmented
into shorter clips of approximately 3 − 8 seconds in length. The crowd-
sourced workers, fromAmazonMechanical Turk, were also used to annotate
the discrete emotions: anger; disgust; fear; happiness; sadness; and surprise.
Like Emoreact, an important feature of this dataset is that a clip in this
collection may be annotated with multiple emotion labels. For example, as
reported by the authors, in this dataset, happiness-surprise (or surprise-fear)
often co-occur in a speaker’s expression. On the other hand, as observed in
this dataset, happiness-anger, disgust-fear, and happiness-sadness are very
rare and do not seem to occur together.

Important to note that compared to both EmoReact and ElderReact
datasets which have presented samples from 15 discrete emotion states,
the CMU-MOSEI dataset is significantly larger and presents samples only
from 6 emotion categories. Therefore, while results on the CMU-MOSEI
dataset demonstrate the feasibility of the proposed SeMUL-PCD in a large-
scale experimental setting, an equivalent performance on the EmoReact and
ElderReact demonstrates the potential of SeMUL-PCD in handling difficult
multi-label co-occurrence patterns without having to experience the risk of
model-overfitting due to limited training set size.

4.2 Results & Comparative Study
Figure 2 shows some qualitative results, wherein Local Interpretable Model-
Agnostic Explanations (LIME)1 are used to explain each system decision.
As illustrated in the figure, the proposal SeMUL-PCD demonstrates superior
performance compared to its uni-modal counterparts. The performance
of the proposed SeMUL-PCD is compared against competitive baselines in
Table 1 and 2. These include: HHMPN [80] which models feature-to-label
and modality-to-label dependencies, DRS2S [73] which takes a deep rein-
forcement learning approach, MMS2S [77] that uses the sequence-to-set
approach of DRS2S to model modality-label depndencies, Low-rank Multi-
modal Fusion LMF [45]; Multimodal Factorization Model(MFM) [64]; sparse
phased Transformer (SPC) [15]; interaction canonical correlation network
(ICCN) [62]; multimodal Transformer (MulT) [63]; Modality-Invariant and
-Specific representations (MISA) [32]; self-supervised multi-task learning for
multimodal sentiment analysis (Self-MM) [74], MAG-BERT that integrates
multimodal information in large pretrained transformers [59]; MMIM that
hierarchically maximizes the mutual information [28]; UniMSE that Uni-
fies Multimodal Sentiment Analysis and Emotion Recognition [36]; Facial
Transformer Plugin (FACE-STN) [10]; DialogueCRN [35] that leverages
historical information from an utterance sequence to gauge a speaker’s
expression, Support Vector Machine (SVM) [56]; Contrastive Adaptation
Mechanism for Non-Universal Facial Expression Recognition (CIAO)[11]
; AlexNet EmoDB [54]. As observed in Table 1, the proposed SeMUL-PCD
significantly outperforms (with around 3 − 4% improvement in Acc-2 and
wF1) the best performing recent baseline UniMSE that fuses mode-specific
information at the syntactic and semantic levels via contrastive learning
to capture the differences between emotions. Having been able to capture
the mode-specific complementary performances shared via a set of branch
transformer networks in a collaborative learning environment, SeMUL-PCD
ensures to maximize complementary and discriminative cues that can be
leveraged to optimize the performance. By means of the proposed Multi-
modal Distillation Loss the Multimodal Transformer Network at the core of
SeMUL-PCD facilitates the calibration of the fusion branch network toward

1https://github.com/marcotcr/lime

Table 2: Comparison of SeMuL-PCD with other models on
EmoReact and ElderReact using wF1.

Method EmoReact ElderReact
SVM [56] 66.1 45.8
FaceSTN (IEEEAccess 2022) [10] 74.3 -
CIAO (ACII, 2022) [11] 76.0 -
AlexNet EmoDB (TENSYMP, 2019) [54] 86.0 -
Jannat et al. [39] 81.0 86.0
Hetterscheid et al [34] - 86.0
SeMUL-PCD (Video only) 87.24 87.41
SeMUL-PCD (Audio only) 86.03 85.29
SeMUL-PCD (Video + Audio) 91.24 92.56

that of multiple mode-specific branch networks by minimizing their to-
tal pairwise Kullback–Leibler divergences. This helps the model learn the
nuances of cross-emotion correlations and thereby improves performance.
As also reported in the table, while ‘Text’ appears to be the most reliable
uni-modal feature, combining information from multiple modes is always
helpful. In Table2, SeMUL-PCD demonstrates a similarly dominating per-
formance against the existing literature in more recent datasets EmoReact
and ElderReact, which not only justifies the model’s effectiveness across a
large range of age-demographic backgrounds but also exhibits its capacity
in handling difficult multi-label scenarios, where more than one emotion
state may be visible in a speaker’s expression. In fact, an improvement of
around 5% (6%) in EmoReact (and ElderReact) in the weighted averaged F1
score (wF1) clearly reveals the model potential for such challenging problem
scenarios.

4.3 Cross Dataset Generalization Results
An important robustness aspect of an emotion evaluation system is defined
by its cross-dataset generalization capacity, which is specifically to demon-
strate the model’s ability to estimate emotion across various demographic
populations. For example, using ElderReact as the test collection in evaluat-
ing the performance of SeMUL-PCD, which has been trained on a set like
EmoReact, would be important to understand the impact of age differences
on the proposed computational model.While only a limited existing works
address this Cross Dataset Genaralization task, following Kaixin et al. [46],
we train the model in a given age population and test it on a completely
different age population. Table 4 illustrates how SeMUL-PCD consistently
outperforms other emotion recognition models by achieving improved re-
sults on 3 large public datasets while generalizing across multiple datasets
that represent populations of different age and demographic backgrounds.
For example, as observed the Table 4, Row 1 reports the performance, when
SeMUL-PCD was trained using EmoReact that is specifically designed for
recognizing the children’s emotion and was tested using the ElderReact
Dataset that is exclusively designed for recognizing elder emotion. We have
used the publicly available codes of DialogueCRN [35] and MMIM [27] to
perform the experiments, reported in the table. As reported in the table,
while DialogueCRN [35] reports reasonable performance in evaluating emo-
tions for a population demographically similar to what was seen during
its training, in a cross-dataset experimental setting the performance dete-
riorates significantly. A similar performance pattern is also observed for
MMIM [27]. In particular, across a variety of configurations adapted for the
Training (D𝑡𝑟𝑎𝑖𝑛 ) and Testing (D𝑡𝑒𝑠𝑡 ) set pairs, the proposed SeMUL-PCD
consistently report a significantly more robust and improved performance
compared to the recent baselines and presents an average of 15−17% gain in
the wF1 score. Using a weighted loss function that combines the complemen-
tary insights from multiple loss components during weight updates of the
proposed Multimodal Transformer Network, SeMUL-PCD has evidently im-
proved the precision performance in handling difficult multi-label scenarios
as well as cross-demographic generalization. By enabling a self-supervised

https://github.com/marcotcr/lime
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contrastive learning scheme that allows each branch to independently learn
their mode-specific discriminative patterns while parallelly sharing their
respective insights to a single peer-ensembled fusion branch in a collabora-
tive learning setting, SeMUL-PCD delivers a model that is simultaneously
effective, efficient, and scalable across multiple data environments.

4.4 Ablation Study
Table 5 presents the results on all three datasets when the relative contribu-
tions of each loss are changed by means of different choices of values for
the parameters _𝐶 , _𝐾 , and _𝑆 in Eqn 1. Especially of interest are rows 1 -
3 in the table, where we only include only one of the three additional losses
(LNCE, LLCC, LMDL) along with L𝐵𝐶𝐸 . Comparing these three rows, we
conclude that the proposed Label Consistency Calibration Loss (L𝐿𝐶𝐶 ) is
essential in improving multi-label classification performance. As the row
3, which shows the result of combining LLCC with the conventional cross-
entropy loss L𝐵𝐶𝐸 , reports an improvement of around 7 − 8% in wF1 score
compared to the performances reported in row-1 and row-2. Note that in
row-1 and row-2 we select only LMDL and LNCE respectively to combine
with L𝐵𝐶𝐸 . Looking at Row 4, it is also apparent that our Multimodal
Distillation Loss (L𝑀𝐷𝐿) improves performance, especially on EmoReact
and ElderReact, which has only limited samples to represent each emotion
category. As we note that aligning the fusion probability predictions to
mode-specific predictions allows the model to be much more resilient to
outliers and converge faster. Various combinations of values of _𝐶 , _𝐾 , and
_𝑆 in Eqn 1 are used to analyze the performance. For example, comparing
row 6 and row 13, we find that introduction of L𝑀𝐾𝐿 helps the model
report an improvement of around 4% in MOSEI and around 9% in smaller
datasets like EmoReact and ElderReact. Overall, the performance remains
nearly stable across similar value choices, the best performance was attained
using _𝐶=1.0, _𝐾=0.5, and _𝑆=1.0.

As described in Section 3.1, we adopt a tubelet-based tokenization (in-
troduced by Anurag et al. [6]) for a video, so that each video component
can be represented by a sequence of tubelets. The table 6 compares the
performance of the proposed SeMUL-PCD as the underlying tokenization
scheme is altered to another tokenization scheme Uniform frame sampling
[6], in which each individual frame from an input video is embedded inde-
pendently and later concatenated to preserve the sequence information. We
note that the tubelet tokenization scheme that extracts non-overlapping,
spatio-temporal “tubes" from the input video, is more effective than the
Uniform frame sampling.

In Table 3 we explore the contribution of individual losses to this robust-
ness of SeMUL-PCD across multiple datasets. As seen in Table 3, most of the
robustness of SeMUL-PCD compared to other models derives from its novel
use of Noise Contrastive Estimation as it performs consistently better when
_𝑆 = 1, _𝐾 = 0, _𝐶 = 0 (the last column of Table 3). Table 3 also allows us to
explore the contrast in the contribution of losses from Table 5 which reports
performance when the model is trained and tested on the same dataset.
Unlike in Table 5, where L𝐿𝐶𝐶 contributes the most to performance, here
the robustness is acquired from L𝑁𝐶𝐸

4.5 Implementation Details
For all three datasets, for video, we sample 32 input frames at 10 fps resized
to a size of 640x480. We do a random resize crop of these frames to 224x224,
followed a by random horizontal flip with a probability of 0.5 and color
augmentation. We sample single-channel mono audio in sync with the video
frames at 48kHz. Both audio and video are normalized between [-1, 1]. To
generate the patches we use a patch size of 4x16x16 for video and 128 for
audio. For text, we cap the sentence size to 48 words and use a maximum
dictionary size of 210 words. For the model architecture, we use 𝑑 = 2048,
with 25 Transformer layers in each mode-specific transformer branch and
in the peer-ensembled fusion branch. Each of these layers uses 16 attention
heads with an internal representation size 𝑓 = 4096. All transformer encoder

Table 3: Cross dataset generalization performance contribu-
tion of each loss, evaluated by weighted average F1 (wF1),
and setting the weight for the loss indicated by that column
to 1 and other weights to 0 (_𝐶 - weight of L𝐿𝐶𝐶 , _𝐾 - weight
of L𝑀𝐷𝐿 , and _𝑆 - weight of L𝑁𝐶𝐸 )

D𝑡𝑟𝑎𝑖𝑛 D𝑡𝑒𝑠𝑡 _𝐶 _𝐾 _𝑆

EmoReact ElderReact 0.75 0.73 0.85
ElderReact EmoReact 0.73 0.72 0.8
ElderReact MOSEI 0.67 0.61 0.71
MOSEI ElderReact 0.76 0.74 0.83
MOSEI EmoReact 0.71 0.69 0.81
EmoReact MOSEI 0.63 0.61 0.76

Table 4: The Cross dataset Generalization Performance of
SeMUL-PCD different Training (D𝑡𝑟𝑎𝑖𝑛) andTesting (D𝑡𝑒𝑠𝑡 ) set
pairs. The performance is reported using Weighted Average
F1 (wF1) as the evaluation metric and it is compared against
the following State of the Art models, for which either the
results or the codes were available.

Method Train-Test Configurations wF1

DialogueCRN [35]

D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.64
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.56
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.59
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.60
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.74
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.61

MMIM [27]

D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.74
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.73
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.65
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.75
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.71
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.64

RBF-SVM [46] D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.27
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.33

SeMUL-PCD

D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.88
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.83
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.76
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑙𝑑𝑒𝑟𝑅𝑒𝑎𝑐𝑡 0.89
D𝑡𝑟𝑎𝑖𝑛 = 𝑀𝑂𝑆𝐸𝐼 , D𝑡𝑒𝑠𝑡 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 0.87
D𝑡𝑟𝑎𝑖𝑛 = 𝐸𝑚𝑜𝑅𝑒𝑎𝑐𝑡 , D𝑡𝑒𝑠𝑡 = 𝑀𝑂𝑆𝐸𝐼 0.79

layers and double linear layers use the GeLU activation function. We choose
𝑒 = 1024 for the common space projection before NCE. Both temperature
parameters 𝜏𝑘 and 𝜏𝑠 are initialized to 0.08 and are trainable. The weights
used to balance the losses are _𝐶 = 1.0, _𝐾 = 0.5 and _𝑆 = 1.0. The model
was trained using the Adam optimizer with half-period cosine annealing
for learning rate scheduling ranging from 1e-4 to 1e-5 for 750 epochs with
5000 warmup steps. In experiments, we use 0.5 as a confidence threshold
to predict the occurrence of an emotion in an utterance. We choose all 6
labels from MOSEI and ElderReact and exclude the 9 ’complex’ emotions
from the EmoReact dataset since the 6 basic emotions are common to all
three datasets. For each cross-testing experiment, we use the same training
and validation splits from D𝑡𝑟𝑎𝑖𝑛 and the test split from D𝑡𝑒𝑠𝑡 used in
experiments in Tables 1 and 2 to providemeaningful comparison. These tests
prove the efficacy of the self-supervised features learned by our framework
and its generalization capacity across age variations is investigated via
experiments reported in Table 4.

5 CONCLUSION
We present SeMUL-PCD with a Multimodal Transformer Network, which
enables effective knowledge sharing from multiple mode-specific peer net-
works into a single mode-ensembled fusion branch network to facilitate
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Figure 2: Example results to explain the performance of SeMUL-PCD in comparison with Uni-modal counterparts with users from diverse
demographic backgrounds. We provide mode-specific explanations for audio, video, and text. Labels highlighted in Green indicate correct
predictions, while labels highlighted in Red indicate incorrect ones. For audio explanations, we use audioLIME [30] that is based on Local
Interpretable Model-agnostic Explanations (LIME) [60] extended by a musical definition of locality. The original audio waveplot is indicated in
Blue. We indicate features that contribute towards the prediction for uni-label instances with Orange color, while multi-label instances are
explained using a different color (Orange and Green in the above examples) for each label. For visual explanations, we use LIME[60] to explain
regions (indicated in Green) to indicate features contributing towards the model predictions.

Table 5: Ablation study on different loss weights (wF1) scores
for different values of _𝐶 (weight of L𝐿𝐶𝐶 ), _𝐾 (L𝑀𝐷𝐿), and
weight of _𝑆 (weight of L𝑁𝐶𝐸 ) in Eqn 1

_𝐶 _𝐾 _𝑆 MOSEI EmoReact ElderReact
0.0 0.0 1.0 78.48 80.32 81.26
0.0 1.0 0.0 76.91 80.45 80.21
1.0 0.0 0.0 85.28 87.31 86.06
1.0 1.0 0.0 86.59 89.15 88.21
0.0 1.0 1.0 80.25 80.93 81.39
1.0 0.0 1.0 85.97 82.45 83.18
0.5 0.5 0.5 88.31 89.88 90.36
1.0 1.0 1.0 88.85 90.08 90.59
1.0 0.5 0.5 88.06 90.98 91.26
0.5 1.0 0.5 88.90 90.29 91.84
1.0 1.0 0.5 88.97 91.02 91.78
0.5 1.0 1.0 88.07 90.68 91.83
1.0 0.5 1.0 89.04 91.24 92.56

robust decision-making. In a self-supervised collaborative learning setting
the proposed model is trained via an efficient cross-network attention fusion
mechanism to ensure an impressive performance that can generalize across
diverse user groups. We proposeMultimodal Distillation Loss for calibrating
the fusion branch network to better handle the difficult emotions in the

Table 6: Performance Comparison for the proposed SeMUL-
PCD under two different video tokenization schemes: Uni-
form frame sampling and Spatio-Temporal Tubelet

Method MOSEI EmoReact ElderReact
Uniform frame sampling 87.92 90.21 89.98
Spatio-Temporal Tubelet 89.04 91.24 92.56

multi-label emotion categorization task. As evident from the experiments,
SeMUL-PCD trained with a weighted loss function that includesMultimodal
Distillation Loss component, generalizes better than its baseline versions in
handling different difficulty levels. Furthermore, the Label Consistency Cali-
bration Loss can also be used to guide the network to produce an appropriate
confidence score for each prediction.
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A USER INTERFACE TO EXPLAIN
MULTIMODAL FEATURES

Figure 3 shows a screenshot of the User Interface (UI) for SeMUL-PCD that
leverages text and visual modes as user-selected modes to predict speaker
emotion in a video. While some qualitative results are shown in Figure 2 of
the main submission, wherein the test samples from the MOSEI, EmoReact
and ElderReact datasets were used to illustrate the results, to evaluate the
generalized performance of the model, we also use random videos down-
loaded from YouTube. The figure shows one such result and it is noteworthy
to mention that SeMUL-PCD produces a semantically meaningful prediction.
Moreover, as seen in the screenshot, the user is allowed to choose differ-
ent modes to obtain the mode-specific prediction and their corresponding
mode-specific explainability. The UI also allows users to choose different
combinations of modes (i.e. text-image, text-audio, text-audio, visual) to
obtain system prediction with respect to their chosen modes.

B AN ABLATION STUDY ON CLASS-WISE,
MODALITY-SPECIFIC PERFORMANCE

The existing literature mostly just reports the overall performances. The
overall performances using MOSEI, EmoReact, and ElderReact datasets were
reported in Table 1 and Table 2. However, in the Tables 7, 8 and 9 below,
we also present the class-specific classification accuracy of various config-
urations of SeMUL-PCD on the MOSEI, EmoReact and ElderReact datasets
respectively for each emotion present in the datasets. As observed, SeMUL-
PCD produces remarkably good results, especially on the minority classes
of all three datasets - Fear and Disgust, two emotion categories which have
often been treated as difficult due to their limited representative samples.
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Figure 3: Screenshot of the User Interface (UI) for SeMUL-PCD with the description of its different segments in annotations,
where two modes (text, visual) are selected for enabling a multimodal analysis.

Table 7: Classwise results on MOSEI evaluated by classification accuracy (Acc) for each combination of available modalities

MOSEI
Modality Happiness Sadness Anger Surprise Disgust Fear

(Text only) 92.35 84.16 85.29 79.01 67.32 64.76
(Video only) 81.26 71.28 70.91 68.08 59.61 57.41
(Audio only) 80.30 69.28 68.43 66.31 57.61 53.41
(Video + Audio) 88.26 74.26 73.79 72.39 63.19 59.83
(Audio + Text) 93.47 84.16 85.29 80.47 67.32 64.76
(Text + Video) 94.01 85.28 85.29 80.47 69.48 68.74
All 95.97 88.85 88.01 84.23 72.45 70.25

Table 8: Classwise results on EmoReact evaluated by classification accuracy (Acc) for each combination of available modalities

EmoReact
Modality Happiness Sadness Surprise Fear Disgust Anger
Video 93.57 87.39 86.12 69.16 70.37 84.29
Audio 92.58 85.14 86.12 67.41 65.48 83.90
All 98.73 90.57 91.82 70.17 70.98 87.28

Table 9: Classwise results on ElderReact evaluated by classification accuracy (Acc) for each combination of available modalities

ElderReact
Modality Anger Disgust Fear Happiness Sadness Surprise
Video 85.21 73.19 70.51 94.16 84.19 80.57
Audio 84.16 70.88 67.82 92.45 84.19 78.85
All 90.75 73.97 71.69 98.47 91.65 86.20
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