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CNN Health

Antibiotics may mess with your baby's
metabolism

By Jacque Wilson and Val Willmingham, CNN

updled 29 PM DT, F A 15,2014 Junk food does more than make you fat,

shots - heaith news How A Change In Gut Microbes Can Affect

Could Detectives Use Microbes To Snlva & Weight

Murders? Staying Healthy May Mean Learning To Love
Our Microbiomes

and other studies you missed

By Jen Christensen, CNN
updated 5:42 PM EDT, Fri August 29, 2014

shots - health news
Diverse Gut Microbes, A Trim Waistline And | can Probiotics Help Soothe
Health Go Together Colicky Babies?

January 20, 2014 - As many as 15
percent of babies have colic, which can

- Oxygen/Carbon cycles

Our Microbiome May Be Looking Out for Itself I

By CARL ZIMMEI
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Stomach Ache Sore Throat C h The Flu
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Bad Breath The Common Cold Kissing Disease
(Porphoryrmonas (Rhinovirus) (Epstein-Barr)

- Lean/Obese
- Inflammatory Bowel Disease
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The 16S rRNA Gene Database and Tools
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Machine learning & data mining



 Which bacteria can best represent the differences
between patients with CRPS?

Phylum-level Bacterial Classification

Firmicutes
Bacteroidetes
Proteobacteria

Actinobacteria
Fusobacteria
Cyanobacteria
Synergistetes
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Reichenberger et al., “Establishing a relationship between bacteria in the human gut and Complex Regional Pain Syndrome,” in
Brain, Behavior, and Immunity, vol. 29, 2013, pp. 62—29.
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G. Ditzler, Y. Lan, J.-L. Bouchot, and G. Rosen, “Feature selection for metagenomic data analysis,” Encyclopedia of Metagenomics,
2014



transformation-based PCA of all Pfams transformation-based PCA of Pfams selected by TF-iDF
) o

- Down regulation of B-12 biosynthesis family with aging
- Down regulation of a broad range of reductases with
aging (including protection from oxidative stress)

Y. Lan, A. Kriete, and G. Rosen. "Selecting age-related functional characteristics in the human gut microbiome," BMC Microbiome,
Jan. 2013.
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G S 'How can we mathematically define variable i
- * Scalable and versatile for genomic data
Are there more variables than data (i.e., underdetermined
system)?
Scaling & normalizations of abundance matrices
e Extensions for BigData
Recent thrusts in scaling feature selection for massive data
(typically larger than the HMP, EMP and AG can provide)

Millions/Billions of features & observations from
heterogenous data sources
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- finda t of features that
- classifier

¥ . . 0 Ao
Choose a subset of features, build/evaluate a classifier,
and measure a loss

Adapt feature subset & repeat
e Jypically classitiers have a small loss; however,

they are prone to overfitting and computationally
burdensome

» Classifier dependent!
* Not of interest for our purposes!
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e Jointly optimize the parameters of a classifier and
feature selector at the same time
Note the subtle difference between the embedded

approach
Embedded approaches are typically of lower
complexity than wrappers

. . Lasso, Elastic-nets, ...
Commonly performed with {; minimization problems

 Both embedded and wrappers tie themselves to a

classitier
 Added for microbial ecologists?
 Added for general problems of simple

kKnowledge discovery




* Filter methods decouple the feature subset
optimization from the classitier optimization
Assign feature sets a measure of importance or value

using a function that is not classifier loss
- mutual information, correlation, any other set

function that is not error
* Filters are known to be quite fast compare to
wrappers and embedded methods
Filters cannot guarantee minimum loss (though neither

can wrappers and embedded methods)
Not ideal for data where the feature set size dwarfs the

feature subset size



uch they can be tole S up to the user
- Kind e: “Show me the constants! "‘.-».«
-~ learning theory

3

 How big Is my data?
Not all feature subset selection algorithms scale the
same to the number of observations, or features

* |5 classification the end goal?
- Classifiers == Added Complexity
- Even classitiers make assumptions!

* Your solution will be custom to your problem
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detect the relative importance of taxa,
etc.

-
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e [he cublle: Discovering and detecting the key
factors (mathematically speaking) that

differentiate multiple populations
There Is always the possibly of an known unknown
aftecting the outcome of subset selection
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perator (Lasso) « lf"; -

~ Assumes a linear relationship between the inpu
output ‘

Works for small sample size & large feature set

0* = argmin ||y — X"0||3 + A\ [0
arg min |y I2 + Al

e tlastic Nets
Gets around Lasso not working when the sample size
s larger than the feature set size

0" = argmin [ly — XT6][5 + A [10]l1 + A216]13



¢ anerate a

Cision tree for prediction R A ,
Sapable of estimating v~ oo oo, orthe
decrease in accuracy if the variable is om|tted
» permute a feature and compute the OOB error
Effective for large datasets and robust to overfitting
* Widely used as the tool for supervised classification with

tools such as QIIME
Bootstrap — Sample features — t1
D % Bootstrap — Sample features — t2 k« T(x 1

\ Bootstrap —* Sample features — Ty /

HMi
X



A Mathematical Theory of Communication

By C. E. SHANNON

Lo

M.
. ormation eoryprowdesusac_ =nient mathematical
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framework for capturing uncertainty and information in
random variables.

 Mutual information provides a key quantity of measuring
variable importance

I(X;Y) / /prxy long( )( ())da:dy

YyeY xeX
* Designing a general objective function (Brown, 2012)

T(Xe) =1(X;Y) —ad I(Xp X;) + 8> I(Xp; X;]Y)
JEF =

relevancy




Input: Collection of features X = {X; : ¢ € [K]|},
scoring function J, and phenotype variables Y.
Initialize: F = O

while | F| < k do

e Compute next best feature

X* = XY %
arg)rg,lgggj( Y, F) (2)

o F«+— FUX™
o X+ X\X"

end while

MIM, mRMR, JMI, ...




In Mmost™* situations we do not know In advance how

many variables will be important
Ex., How many variables from a medical test are indicative of

a response?
What if your software implementation only provides decisions

of Importance”
Datasets with a large set of observations can be

computationally burdensome to process all of the data
at once

Neyman-Pearson feature selection was designed to
detect variable importance for a base-subset
selection algorithnm (i.e., MIM, or mRMR)
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G. Ditzler, R. Polikar, and G. Rosen, “A bootstrap based Neyman-Pearson test for identifying variable importance,” IEEE Transactions
on Neural Networks and Learning Systems, 2014, In Press.



) samples frc
- Mmale oroximately 26k OT 7 .
- - OTUs are detected using Greengenes

l\.

—

 Caporaso et al. lllumina Time-Series
A total of 467 samples are collected from one male and
one female. Approximately 17k OTUs

» Observational Study
How to the gut microbes of male and females differ?
We can use existing studies to verity any inferences
made from our information-theoretic perspective

http://www.earthmicrobiome.org/
https://github.com/biocore/American-Gut



http://www.earthmicrobiome.org/
https://github.com/biocore/American-Gut

. - Information-Theoretic Subset Selection for

Biological Data Formats
e Mutual Information Maximization

o - Neyman-Pearson Feature Selection
 Automatically detects feature importance given an
objective function. We use mutual information
maximization

- . Least Squares with 1, reqularization

. . Least Squares with 11 and [
reqgularization (not of much relevance, or shown)

. . Ensemble of decision trees

https://github.com/EESI/Fizzy
http://scikit-learn.org/stable/  http://giime.org/



https://github.com/EESI/Fizzy
http://scikit-learn.org/stable/
http://qiime.org/

Information Cumulative Sum of Information
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Ml is computed over bootstrap samples from the
population

Most of the about Sex and the gut
microbes are summarized by ~250 OTUs

Bulk of the features are meaningless for explaining
these differences




* The weights from Lasso
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what was

discovered with mutual information
Relatively few OTUs appear to be responsible for the

Mean square error on each fold: coordinate descent

— Average across the folds
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| 9SS0
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| IBD features Obese features

feature 1 || ABC transporter (PFO0005) ABC transporter (PF00005)
feature 2 || Phage integrase family (PFO0589) MatE (PF01554)
feature 3 || Glycosyl transferase family 2 (PF00535) | TonB dependent receptor (PFO0593)

feature 4 || Acetyltransferase (GNAT) family Histidine kinase-, DNA gyrase B-,
(PF0O0583) and HSP90-like ATPase (PF02518)

feature 5 | Helix-turn-helix (PF01381) Response regulator receiver domain
(PF00072)

 More results can be found in Ditzler et al. (2014)

G. Ditzler, Y. Lan, J.-L. Bouchot, and G. Rosen, “Feature selection for metagenomic data analysis,” Encyclopedia of Metagenomics,
2014
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at ce 2 significant amounz‘ orinrormation |
- Current results with NPFS and MIM o0 /o W/th our intuition
- about the microbiome |
Filter methods provide results very quickly compared to some
of the embedded approaches

 OTU importance results with filters are further

reinforced using Lasso
Lasso is capable of capturing some of the inter-OTU
dependencies that MIM cannot

e Subset selection offers microbial ecologists an
alternative to beta diversity
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omic abundance matric
- From a mathematical perspective?
> pest/worst case bounds”? '

Empirical?

e Bandits & the bag of little bootstraps for subset
selection on a massive scale!

* Viewing computational metagenomics as a

stream (i.e., online learning)
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This material is based upon work supported by the National
Science Foundation under Grant No. CAREER #0845827, NSF
#1120622, and DOE #DE-SC0004335.

Any opinions, findings, and conclusions or recommendations expressed in this material are those of
the author(s) and do not necessatrily reflect the views of the National Science Foundation or the
Department of Energy.
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https://github.com/EESI

Thank You!




