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Background
• High Accuracy of DNN models

https://medium.com/syncedreview/sensetime-trains-imagenet-alexnet-in-record-1-5-minutes-e944ab049b2c https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI

https://medium.com/syncedreview/sensetime-trains-imagenet-alexnet-in-record-1-5-minutes-e944ab049b2c
https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI


Background
• However, what’s wrong with this classification model?[3]

https://ojs.aaai.org/index.php/AAAI/article/view/11302

Accuracy ≠ Adversarial Robustness

successful adversarial samplesoriginal image

https://ojs.aaai.org/index.php/AAAI/article/view/11302


Background
• What is adversarial attack?

• Generating adversarial examples to deceive machine-learning models

• Why studying adversarial attack?
• Test and debug ML system: discover vulnerability of ML models before real 

attackers do so. 

• Rethink current models and training models for the new objective: 
accuracy +adversarial robustness.



Background
• Different Adversarial Attacks

https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI

• White-box Attack: target model is transparent
input gradients and BP can be used to attack the model

https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI

• Black-box Attack: target model is not transparent, 
only observe inputs and outputs (e.g., online 
APIs)
input gradients is infeasible and inaccessible

Use ZO Optimization!!!• …

(a)

(b)

https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI
https://www.youtube.com/watch?v=17AL1mS3uxw&ab_channel=TrustworthyAI


Background
• What is ZO Optimization?

§ A value-based optimization mimicking first-order (FO) methods using gradient 
estimates[2]

https://arxiv.org/pdf/2006.06224.pdf[2]



Background

• When should we use ZO Optimization?
§ Gradient information is infeasible to obtain

e.g., Finding adversarial examples for black-box models, Machine learning given only model 
outputs.

§ Gradient information is difficult/expensive to compute
e.g., gradient computation involves matrix inverse. 

§ Black-box optimization involving high dimensions



Related Works

• [4] is an first attempt using ZO Optimization for black-box attack. 
• In [4], gradient          of the 𝑖-th component is calculated by:

• Limitation of [4]: need enormous amount of queries and hence not 
query-efficient.

For example, the ImageNet dataset: d = 299 × 299 × 3 ≈ 270, 000 input dimensions, each dimension needs 
two query counts, so it will be 540,000 query counts per iteration. Usually, it will take hundreds of 
iteration to generate a good sample, so this is unacceptable!!



Method

AutoZOOM: Autoencoder-Based Zeroth Order Optimization Method to 
improve the query efficiency for black-box attacks. 
• Block 1: An adaptive random gradient estimation strategy to balance query 

counts and image distortion.

• Block 2: An auto-encoder/bilinear resizing to decrease dimension of attack 
space and accelerate attack. 



Methods
• Block1: An adaptive random gradient estimation strategy

• a scaled random full gradient estimator of  ∇𝑓(𝑥)

• the final gradient estimate is averaged over 𝑞 random directions { !}!"#
$ .

where 𝑔! is a gradient estimate defined in (1) with     =

𝛽 > 0: small smoothing parameter

𝑏:tunable parameter balancing bias and variance

:unit-length vector drawn randomly from a unit Euclidean sphere 

(1)

(2)



Methods
• Block1: An adaptive random gradient estimation strategy

L: Lipschitz constant, fix 𝑏, 𝑞, small 𝛽when 𝑞, 𝑑 is fixed, optimal                        by minimizing this term

if 𝑞 is small (query-efficient), 𝑑 is large,   𝑏∗ ≈ 𝑞,                                    ≈ 1, larger estimation error  

if 𝑞 is large (query-inefficient), 𝑏∗ ≈ &
'

,                                    ≈ #
'
,  smaller estimation error 

In AutoZOOM, we set 𝑞 = 𝑏, and use an adaptive strategy for selecting 𝑞

𝑞 = 1

𝑞 > 1

query-efficient but rough 
estimation

query-inefficient but more 
accurate estimation

(3)



Methods
• Block 2: An auto-encoder/bilinear resizing to decrease the dimension 

of attack space and accelerate attack. 

• motivations: 

• Method: generate adversarial perturbation 𝛿’ from a dimension-reduced space then use 
Decoder 𝐷 to map reduced dimension to original dimension

the convergence rate is 𝑂 ⁄𝑑 𝑇 , where 𝑇 is the number of iterations, 𝑑 is a dimension-
dependent factor[5,6,7,8].  

perform random gradient estimation from a reduced dimension 𝑑( < 𝑑 to improve query 
efficiency.

𝛿′ 𝐷
𝐷(𝛿′)

= +𝐷(𝛿′)
adversarial sample



Methods
• Black-box targeted attacks Formulation

input: 𝑑-dimensional scaled image
output: a vector of prediction scores of all 𝐾 image classesClassification function

𝑀: monotonic transformation: preserve the ranking of the predictions score and alleviate large score variation

: a natural image, class label is 𝑡)
: adversarial example, target class label is 𝑡 ≠ 𝑡),   . ∈ [0,1]&: confine it to the valid image space

:measures the distortion between      and    , using 𝐿*norm 

𝐿𝑜𝑠𝑠(A) is an attack objective reflecting the likelihood of predicting 𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥+, #,…/ 𝑀(𝐹(𝑋))+ , Can be 
the training loss of DNNs or some designed loss based on model predictions.
λ is a regularization coefficient; 

(4)



Methods
• AutoZOOM Algorithm

𝐷𝑖𝑠𝑡 A : the squared 𝐿'norm
objective for targeted black-box attack:  

𝑀 = log(A)

query-efficient but rough estimation

query-inefficient but more accurate estimation



Experiments
• Datasets
• MNIST (LeCun et al. 1998), CIFAR-10 (Krizhevsky 2009) and ImageNet 

(Russakovsky et al. 2015).
• Reduction rate: MNIST: 28X28X1 -> 14X14X1(25%); CIFAR-10: 32X32X3 -> 

8X8X3(6.25%); ImageNet: 299X299X3 -> 32X32X3(1.15%)

• Results



Experiments
• Overall performance



Experiments
• Others

(a) (b)



Experiments
• Visual performance

(a) “French bulldog” to “traffic light”                                  (b) “purse” to “bagel”

(c) “bagel” to “ grand piano” (d) “traffic light” to “ iPod”



Conclusions

• AutoZOOM: a generic attack acceleration framework that uses ZO
Optimization for black-box attack.
• It adopts a new and adaptive random full gradient estimation strategy

to strike a balance between query counts and estimation errors.
• A decoder (AE or BiLIN) is used for attack dimension reduction and

convergence acceleration.
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