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• Bilevel optimization has received significant attention recently and become an influential framework in various 
machine learning applications including meta learning hyperparameter and reinforcement learning.
A general bilevel optimization takes the following formulation

• Setting:
upper -level objective function in nonconvex
lower-level function g is strongly convex w.r.t y
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• The first focus of this paper is to develop a comprehensive and sharper theory, which covers a 
broader class of bilevel optimizers via ITD and AID techniques, and more importantly, improves 
existing analysis with a more practical parameter selection and order wisely lower computational 
complexity

• The second focus of this paper is to design a more sample-efficient algorithm for bilevel 
stochastic optimization, which achieves lower computational complexity by orders of magnitude 
than BSA and TTSA
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Algorithms

Algorithms for Deterministic Bilevel Optimization
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Algorithm for Stochastic Bilevel Optimization
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Illustration of hyperparameter estimation in stocBiO algorithm
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Definitions and Assumptions
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Main Results
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Applications to meta learning
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Applications to meta learning
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Applications to Hyperparameter Optimization
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Applications to Hyperparameter Optimization
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Applications to Hyperparameter Optimization
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• In this paper, a general and enhanced convergence rate analysis for the nonconvex-strongly-convex 
bilevel deterministic optimization is developed, a novel algorithm for the stochastic setting  is proposed 
and it is showed that its computational complexity outperforms the best-known results order wisely.

• The results also provide the theoretical guarantee for various bilevel optimizers in meta-learning and 
hyperparameter optimization. The experiments validate theoretical results and demonstrate the superior 
performance of the proposed algorithm.

Conclusion
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