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HYPCRFAKAME TERDS

Values which help In traininga model

Ver9 signhcicant while trging to learn oPtimal parameters

The Prcﬁcix “hyl:)er” implg that these are toP~|e\/e| parar

These are not a Part of the final model

Examples - Activation functions, num
size, train-test split ratio and so on.
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HYPERPARAMETER
OPTIMIZATION

. Also called tuning

. The method of Fincling an oPtimal combination of
therParameters

. Techniques - random search. bagesian ol:)timisation : gricl search
and so on.
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. Usually refers to ensemble leaming
algorit ms

. A machine learns from the

Preclictions of other lea "ning
algorithms

. Meta—-Leaming executes a level
above machine leaming
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ADSTRACT

. An ap roach which combines hgperparameter oPtimization and
meta- eaming

. Use bilevel Programming to achieve this

. The notion of outer and inner variables

. APProximate Problem converges O the exict Problem
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INTRODUCTION

. The goal In HgPerParameter OPtimization (HO) and Meta-
Leaming(f\/\ 1) 1sto tind a conﬁguration that makes the Ieaming
algorithm work well for new data

. Goal of HO and ML - Finclinga goocl hypothesis at the inner
le\/el ancl a goocl Conﬁguration at the Ol e Ievel
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. Previous studies on HO were onlg able to find a few dozen
ther Parameters

. Recentlg clevelol:)ecl graclient~basecl technic]ues were able to
tune hgperparameters , as requirecl

. Technique works well for ML
. HO and ML do not have many ditferences
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Various techniciues evolved in the Past few years to tackle ML

Include metric strategy, memorization strategy, initialization
strategy and oPtimization strategy

Quter oPtimization Problem s solved based on Inner
ol:)timization Problem




. HO - outer Problem : h?l:)erl:)arameters , Inner Problem:
minimizingthe eml:)irical 0SS

. ML - otter Problem : COmmon representation among, tasks, inner
Problem . classitiers for individual tasks
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In this paper, roblems related to bilevel oPtimisation take the

form : mindQ\) : A € A, where function  :A—R is defined at AeA as
FOO = inHE W) : we arg min (W), where E:Rx A — Risthe
outer objective and L: R— R is the inner objective.




HO- Inner and Outer Objective

i) the focus is on reclucing the validation error of a model }39 Fincling
suitable hgper parameters.

The validation error is measured on a validation dataset which is ditferent
from the training dataset.

Machine Leaming models are highlg sensitive to hgper Parameters.

jlere we regularise the emPirical error for the inner objective and the outer
objecti\/e acts as a proxy for generalisation ertor.
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I 9Perparameter
OPtlmlzatlon

Ly(w)

Inner Objective

Z ((guw(T),y) + 2y (w),

E(w,)\) = Z U(gw(x),v).




ML - Inner and Outer Objecti\/es

. In ML the inner and outer objectives are calculated ]:)3
computing the average of traming and validation errors across

vVarious tasks.

. We consider a meta»——training dataset which is a collection of
datasets, each of which is related to a spechcic task.

. The therParameters here re sharecl between tas|<5.
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GRADIENT-BASED
APPROACH

. This approach is taken into consideration when the huper
PF HiE
Parameter vector has real numbers.

. Here we consider the inner objectivc to have a unique MINIMIZEr W
and introduce T=0.2,...T) which is a Positive integer and the

al:)l:)roximation becomes min £ (\) = Ew, A) where E is a smooth
scalar function.
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HYPLER-REFPRKESENTATICONS

Good data rel:)resentations are very crucial.

In a bilevel aPProach, we divide each dataset into training and
validation sets.

Wc—:i?hts of the speciﬁc tasks are learned from T iterations of the
gra ient descent.

We focus on h‘? othesis space and aim to maximise the gcneralisation
to new clata W

e training with resl:)ect to the therParameters.
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T ECT OF T RATIONSTE

. lnvestigate how Peﬁcorminga small number of iterations
agects the Per{:ormance ancl running time.

: Omniglo’c dataset is used, from which 100 classes are
extracted and a HO Problem is constructed in order to
fiine 3 hyperparameter .

. Atraining set and validation set- consisting of %
ranclomlg drawn examples per class.

A testing dataset containing 15 examples per class.
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FEW-SHOT LEARNING

Used in Meta~Leaming

Uses two benchmark datasets

OMNIGLOT :162% ditferent handwritten characters using 50
alphabcts.

MINIMAGENET : Subset of ImageNet, contains 60,000
clownsamplecl images from 100 ditferent classes




Classhcg the datasets to meta-training set | meta-validation set
and a meta-testing set

meta~training set - sampling datasets
meta-validation set - tuning Meta~Leaming ngerparameters

meta-test ng, set - estimate accu racy

E’:\/erg meta-dataset contain samples that belong to ditferent
classes
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Contidence intervals of other
methocls

. Aclvantages of believe Framework over o‘chcr aPProaches
: One~5hotj fve-shot on Omniglot and Minilmagenet

. Conftidence intervals of both the datasets are calculated
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MINIIMAGENET 5 classes
| -shot 5-shot

OMNIGLOT 20 classes
| -shot 5-shot

OMNIGLOT 5 classes

Method |-shot 5-shot

Siamese nets (Koch et al., 2015)
Matching nets (Vinyals et al., 2016)

Neural stat. (Edwards and Storkey, 2016)
Memory mod. (Kaiser et al., 2017)
Meta-LSTM (Ravi and Larochelle, 2017)
MAML (Finn et al., 2017)

Meta-networks (Munkhdalai and Yu, 2017)
Prototypical Net. (Snell et al., 2017)

SNAIL (Mishra et al., 2018)
Hyper-representation

97.3
98.1

98.1
98.4

98.7
98.9
98.8
99.1
98.6

98.4
98.9
99.5
99.6

99.9
99.7

99.8
99.5

88.2
93.8
93.2
95.0

95.8
97.0
96.0
97.6
935

97.0
98.5
98.1
98.6

98.9
98.9

99.4
98.4

43.44 £ 0.77

43.56 + 0.84
48.70 £ 1.75

49.21 + 0.96
49.42 + 0.78

90.71 £+ 0.99
50.54 £ 0.85

55.31 £ 0.73

60.60 £ 0.71
63.11 £+ 0.92

68.20 + 0.66
68.88 + (.92
64.53 £ 0.68




CONCLUSIONS

. HO AND ML, both can be evaluated using bilevel Programming.

. Aniterative strategg is followed.

. Infer Problem containing a unique solution. clisplag convergence
guarantee.
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Classical strategjes while working with ML have Provecl to be

etHicient.

H9P6r~ rel:)resentations P|89 a vital role.

He Wor’ch

Ditterent inner leaming algorithms’ clesigns might |

exploring in the future.
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