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Introduction
• A key aspect of intelligence is versatility – the capability of doing many different things.

• Current AI systems excel at mastering a single skill, such as Go, Jeopardy, or even 
helicopter aerobatics.

• But, when you instead ask an AI system to do a variety of seemingly simple problems, it 
will struggle.

• For example, a champion Jeopardy program cannot hold a conversation, and an expert 
helicopter controller for aerobatics cannot navigate in new, simple situations such as 
locating, navigating to, and hovering over a fire to put it out.

• In contrast, a human can act and adapt intelligently to a wide variety of new, unseen 
situations. 

• The reason humans are successful at being so versatile and learning quickly is that they 
leverage knowledge acquired from prior experience to solve novel tasks. 3



Learning Algorithm      Meta Learning Algorithm

• Learn from historical data and make 
predictions given new examples of data.

• For example, supervised learning 
algorithms learn how to map examples 
of input patterns to examples of output 
patterns to address classification and 
regression predictive modeling 
problems.

• Learn from the output of learning 
algorithms and make a prediction given 
predictions made by other models.

• This means that meta-learning requires 
the presence of other learning algorithms 
that have already been trained on data.

• For example, supervised meta-learning 
algorithms learn how to map examples of 
output from other learning algorithms 
(such as predicted numbers or class 
labels) onto examples of target values for 
classification and regression problems.
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If machine learning learns how to best use information in data to make predictions, then 
meta-learning or meta machine learning learns how to best use the predictions from 

machine learning algorithms to make predictions.



Why do we need Meta-Learning ?

• Our current AI systems can master a complex skill from scratch, but its challenging because

• It need large datasets for training.

• High operational costs due to many trials/experiments during the training phase.

• Experiments/trials take a long time to find the best model which performs the best for a 
certain dataset.

• But if we want our agents to be able to acquire many skills and adapt to many environments, 
we cannot afford to train each skill in each setting from scratch.

• Instead, we need our agents to learn how to learn new tasks faster by reusing previous 
experience, rather than considering each new task in isolation. 

• This approach of learning to learn, or meta-learning, is a key steppingstone towards versatile 
agents that can continually learn a wide variety of tasks throughout their lifetimes. 5



Why do we need Meta-Learning ?
• To sum up ,from a deep learning perspective, meta-learning is particularly exciting and 

adoptable for three reasons:

• the ability to learn from a handful of examples. 

• learning or adapting to novel tasks quickly.

• The capability to build more generalizable systems.
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What is MAML?
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MAML (Model-Agnostic Meta Learning) provides a meta-optimization objective 
that creates a pre-trained model that can easily fine-tune to unseen tasks!



MAML Problem Setup
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MAML Algorithm
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MAML Gradient Update Steps
• If we’re given our MAML-optimized parameters θ, we fine-tune on task Ti by doing the 

following gradient update rule:

• So, our MAML optimization meta-objective is the following:

• And our meta-optimization (through stochastic gradient descent) is:
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What do we minimize with respect to?
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Why can’t we create a unified set of parameters and do the following optimization 
problem, as opposed to the MAML one?

In the MAML objective, we have a pre-trained model and then fine-tune to specific 
tasks. So, we minimize w.r.t. parameters that we update a few times.

The new objective is harder to fine-tune, in that the fine-tuning is not accounted 
for in the optimization problem. So, we get worse performance.



Benefits of MAML

● Effective for few-shot learning (only needs a few training examples per task)
● Fast (only needs 1 or a few gradient update steps)
● No extra parameters!

○ Similar algorithms that have been implemented before (e.g., RL2 by 
Sutskever and Abbeel) uses an entire extra RNN

● MAML optimization objective is very general and makes no assumption about 
structure of model (NN, CNN, RNN, etc.)
○ Only requirement is a model that optimizes on gradient descent
○ Adaptable to different ML paradigms (supervised learning, reinforcement 

learning, etc.)
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MAML for Few-Shot Supervised Learning
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Goal: Using few data points per class, 
perform supervision or classification on 
new, unseen tasks.

Classification Objective

Regression Objective



MAML Regression Experiment Results :

• Sine wave experiments

oMeta Learning(7000000)

❑Amplitude [0.1,5.0]

❑Phase[0,Pi]

❑K points sampled from [-5.0,5.0]

❑2 fully connected layers(40 neurons) with ReLU

o Baselines

❑Pretrained Model

• Train on all samples

• Finetune on given sine wave during test

• Evaluated on 600 data points

❑Oracle
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MAML Regression Experiment Results :
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MAML Classification Experiment Results :

• N- way classification

oUse N class during test with K-shot 

learningK shot learning 

• Network Architecture

o4 modules

▪ 3 * 3 convolutions and 64 filters

▪ ReLU nonlinearity

▪ 2 * 2 max pooling

• No convolution

o256, 128,64,64 with ReLU
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• Few Shots learning benchmarks

oOmniglot

▪ 1623 characters from 50 alphabets

• 20 instances each drawn by different 

person

▪ Training with 1200 characters

▪ Testing with 423 characters

oMiniImageNet

▪ 80 training classes

▪ 20 test classes



MAML Classification Experiment Results :
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MAML for Reinforcement Learning
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RL Objective

Goal: Using K trajectories/rollouts, be able 
to determine a policy that adapts to a new 
task environment.



MAML on RL Experimental Results:
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Conclusion
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● Multi-task learning
● Few shot learning
● MAML is an algorithm that allows us to make a pre-trained model that can quickly adapt to 

new tasks with a few gradient update steps
○ No new parameters
○ Operates with few training examples

● Optimization meta-objective includes the fact that we fine-tune to tasks, instead of creating 
an averaged-parameter model
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