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Introduction
● explains why SGD is a good learning algorithm when the 

training set is large

● provides useful recommendations



Basic supervised learning setup



Basic supervised learning setup

● Z = (x, y)

Z = (x, y)

Arbitrary input scalar output
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● Loss function, l(ŷ,y) l(ŷ,y)

Predicted output actual output
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Basic supervised learning setup

Q(z, w) = l(f
w

(x), y)

● z = (x, y)

● Loss function, l(ŷ,y)

● Parameter, w

● Family of functions, F

● f
w

(x) 

● Loss, Q(z, w)



Basic supervised learning setup

● Laws of nature - average loss over unknown 

distribution
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Basic supervised learning setup

● Expected risk:
○ Generalization performance

○ Expected performance for future 

examples

● Empirical risk:
○ Training performance

Expected risk

Empirical risk



Gradient descent

● Empirical risk:

● Gradient descent(GD):



Gradient descent

● Gradient descent(GD):

(γ = Scalar learning rate)

● Second order gradient 

descent(2GD):

(𝛤 = Positive definite 

matrix )



Gradient descent

● Gradient descent(GD): Linear convergence

● Second order gradient descent(2GD): Quadratic convergence



Stochastic Gradient Descent

● GD:

● SGD:



SGD

● Stochastic gradient 

descent(SGD):

● Second order stochastic 

gradient descent(2SGD):



Stochastic gradient algorithms for various learning systems



When to use Stochastic Gradient Descent

Limitations to statistical machine :

● Sample size

● Computing time



When to use Stochastic Gradient Descent

Limitations to statistical machine :

● Sample size

● Computing time

data sizes speed of processors



Use stochastic gradient descent 
when training time is the bottleneck.



The trade-offs of large scale learning

f* = arg min
f 
E(f) -> best possible prediction function

f*
F
 = arg min

f∈F
E(f) -> best function in family F

f
n
 = arg min

f∈F
E

n
(f) -> empirical optimum

f~
n
 -> minimizes the objective

function with a predefined accuracy



● The approximation error

● The estimation error

● The optimization error



Two types of learning problems

Small-scale learning problems Large-scale learning problems





Recommendations



● Randomly shuffle the training examples.
● Use preconditioning techniques.
● Monitor both the training cost and the validation 

error.



Monitor both the training cost and the validation error.

1. Zip once through the shuffled training set and perform the stochastic gradient descent updates (4).

2. With an additional loop over the training set, compute the training cost. Training cost here means the 

criterion that the algorithm seeks to optimize. You can take advantage of the loop to compute other 

metrics, but the training cost is the one to watch

3. With an additional loop over the validation set, to compute the validation set error. Error here means 

the performance measure of interest, such as the classification error. You can also take advantage of this 

loop to cheaply compute other metrics.



● Randomly shuffle the training examples.
● Use preconditioning techniques.
● Monitor both the training cost and the validation 

error.
● Check the gradients using finite differences.



Check the gradients using finite differences.



● Randomly shuffle the training examples.
● Use preconditioning techniques.
● Monitor both the training cost and the validation 

error.
● Check the gradients using finite differences.
● Experiment with the learning rates γt using a small 

sample of the training set.



Linear Models with L2 Regularization

The training objective:

SGD:

L2 Regularization:



SVM

Loss l(m)

Hinge loss —

(m) = max{0, 1 −m}

Log-loss —

(m) = log(1 + e-m)



Sparsity

The stochastic gradient update:

Leverage the sparsity of the training examples {xt}. 

– Represent w
t
 as a product s

t
W

t
 where st ∈ R.



Learning rates

γ
0

 → Which value to select



Averaged Stochastic Gradient Descent

● Performs normal SGD

● Computes average



Recursive formula:



ASGD vs 2SGD

● Computational Cost

ASGD vs SGD

● Time taken to speed up



Experiments



A linear SVM trained for the recognition of the CCAT category in the RCV1 dataset [10] using both the 

hinge loss and the log loss



A linear model trained on the ALPHA task of the 2008 Pascal Large Scale Learning Challenge using 
the squared hinge loss



A CRF trained on the CONLL 2000 Chunking task 



Conclusion
Stochastic gradient descent and its variants are versatile techniques that have proven invaluable as a 
learning algorithms for large datasets.

Advice:

● perform small-scale 
experiments with subsets of the 
training data

● pay a ruthless attention to the 
correctness of the gradient 
computation
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