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Introduction: Federated Learning
Privacy-preserving training in 
heterogeneous, distributed networks.

medical records 
distributed across 
multiple hospitals

Private mobile data
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Introduction: Federated Learning
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Motivation (Challenge)
• Heterogeneous data, i.e., non-identically distributed (non i.i.d.) data 

• E.g. natural language processing 

• Both theoretically and empirically proven

Karimireddy, Sai Praneeth, et al. "Scaffold: Stochastic controlled averaging for federated learning." International Conference on Machine Learning. PMLR, 2020.
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Problem Formulation
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Adaptive optimization
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Adaptive optimization
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Theoretical analysis



10

Theoretical analysis
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Theoretical analysis - takeaway
• Best known convergence rate:  

• m: total number of clients 

• K: number of local updates 

• T: number of global updates 

• learning rate decay can improve empirical performance  

• the effect of client heterogeneity can be reduced by carefully 
choosing client and server learning rates (on convergence can be 
reduced by choosing sufficiently  and a reasonably large )
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Experiment
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Ease of tuning
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Ease of tuning
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Learning rate decay
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Summary
• Adaptive optimization in federated learning 

• Faster convergence 

• Easy to tune
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