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Adversarial Attack:
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• defining an adversary attack or defensing the model

• guarantee on adversarial robustness

What this paper adds…
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Guarantee comes from the fact that network can defend against worst case adversarial attack. 

How to ensure this 

1. How can we produce strong adversarial examples, i.e., adversarial examples that fool a model with 

high confidence while requiring only a small perturbation?

2. How can we train a model so that there are no adversarial examples, or at least so that an 

adversary cannot find them easily? 

Ensuring Network Defense Against Worst-Case Adversarial Attacks:
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• Inner maximization: (measure the strength of adversary)

• aims to find an adversarial version of a given data 
point x that achieves a high loss.

• Non-concave (local maximum)

• Outer minimization: (measure the strength of defense)

• goal is to find model parameters so that the 
“adversarial loss” given by the inner attack problem is 
minimized. (by adjusting θ.)

• Non-convex (local minimum)

• If loss value is 0 i.e = 0 then model is robust.

Saddle Point:
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Fast Gradient Sign Method (FGSM):

• It takes exactly one ε-sized step.

• Less training time and fails to increase robustness.

• Tune according loss gradient

Projected Gradient Method (PGD):

• One of the most effective attack.

• It requires too much training time as it takes multiple iterations(multi-step).

• Gives best possible adversary (within the constraint)

Adversarial Attacks:
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Exploring the local maxima of PGD

• PGD optimizes noise to the local maxima loss value.

• Randomly initialized value is with in the set S of allowed perturbations bounded by 𝐿∞
• For the given different starting points these are the graphs, and these all are consistent i.e

with similar loss value

• PGD iterated 100 times and adversarial models have much lower losses.
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Exploring the local maxima of PGD

• Local maxima for random 5 images from each dataset

• Blue → loss on a standard network

• Red → loss on an adversarial trained part

• Loss significantly smaller for adversarial trained networks and they tend to be concentrated 

as well as with very few outliers.

• Even with many different start points, there is no global maxima, which is higher than other 

maximas.
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Normal vs Adversarial Decision Boundaries

Simple decision boundary 

for standard input

Simple decision boundary 

for Adversarial input

Adversarial decision boundary 

for Adversarial input

• To reliably withstand strong adversarial attacks, networks require a larger capacity 

than for correctly classifying
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Model Capacity’s Impact - MNIST:
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Model Capacity’s Impact - CIFAR10:
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• Improved robustness to one-step adversary through capacity expansion, especially for low 

values of ε.

• For large ε, Fast Gradient Sign Method (FGSM) adversaries result in overfitting.

• The small models are too small to derive any significant learning from PGD.

• Training on stronger adversaries and along with having a larger capacity results in lower 

transferability of these adversarial examples, which is desirable.

Outcomes of Expanded Capacity:
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Training on PGD Input:
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The adversaries we consider are: 

• White-box attacks with PGD for a different number of iterations and restarts, denoted by source 

A. 

• White-box attacks with PGD using the Carlini-Wagner (CW) loss function. This is denoted as 

CW, where the corresponding attack with a high confidence parameter (κ = 50) is denoted as 

CW+. 

• Black-box attacks from an independently trained copy of the network, denoted A’. 

• Black-box attacks from a version of the same network trained only on natural examples, denoted 

Anat. 

Evaluation of Trained Models Against Various Adversarial Attacks:
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A  → white box attack

A` → Black box attack using                 

independently initialized and trained 

network.

B   → Black box attack using similar 

network.

Results on Different Adversaries:
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A  → white box attack

A` → Black box attack using                 

independently initialized and trained 

network.

𝐴𝑛𝑎𝑡 → Black box attack using copy of 

network trained on natural examples.

Results on Different Adversaries – CIFAR 10:
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Results on adversaries of Different Strength:
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• Training larger capacity networks on PGD adversaries leads to resistance against various 

attacks

• As the capacity increases, the value of the saddle point problem decreases for the given PGD 

adversarial model

• MNIST models are very robust against a range of powerful adversaries

• CIFAR10  significant increase in performance but not as robust

• Further exploration will likely lead to increased robustness

Conclusion:
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