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Recap: Generative Adversarial Network
Def: GAN is composed by a generative model G that captures the data distribution, and a discriminative model D that
estimates the probability that a sample came from the training data rather than G. The training procedure for G is to
maximize the probability of D making a mistake. This framework corresponds to a minimax two-player game.

AdamGrad



Recap: Adaptive Gradient Descent

Adam -> Adaptive + Momentum

Def: Using observed gradients to help optimization process adapt to local or global smoothness and convexity and automatically learn the step 
size. 



MinMax Optimization

Idea Goal: find a saddle point (𝒖∗,𝒗∗) 𝐹(𝒖∗,𝒗) ≤ 𝐹(𝒖∗,𝒗∗) ≤ 𝐹(𝒖,𝒗∗) (NP Hard)

Final Goal: find the first-order stationary point   𝛻𝒖𝐹(𝒖,𝒗) = 0,𝛻𝒗𝐹(𝒖,𝒗) = 0 (Necessary Cond)

𝑥 = (𝒖,𝒗),𝑇(𝑥;𝜉) = [𝛻𝒖𝐹(𝒖,𝒗;𝜉),−𝛻𝒗𝐹(𝒖,𝒗;𝜉)]𝑇Def: (min min)



MinMax Optimization & SVI/MVI

𝑥 = (𝒖,𝒗),𝑇(𝑥;𝜉) = [𝛻𝒖𝐹(𝒖,𝒗;𝜉),−𝛻𝒗𝐹(𝒖,𝒗;𝜉)]𝑇Def:

Goal:  solve ||𝑇(𝑥;𝜉|| ≤ ε

Tool:  variational inequality SVI/MVI

SVI:  Stampacchia Variational Inequalityinequality
find 𝑥∗ such that ⟨𝑇(𝑥∗), ⟩𝑥 −∗ ≥ 0  for ∀ 𝑥𝜖𝑋

MVI:  Minty Variational Inequalityinequality
find 𝑥∗ such that ⟨𝑇(𝑥), ⟩𝑥 − 𝑥∗ ≥ 0  for ∀ 𝑥𝜖𝑋

Note: ε-first-order stationary point means ||T(x;ξ)|| ≤ ε.



MinMax Optimization & SVI/MVI

Conslusion: 1. SVI has a solution, MVI must has a resolution.
2. When F is convex in u and concave in v, T is monotone, the SVI solution is our target;

When F is non-convex in u and non-concave in v, If assuming T is Lipschitz continuous,
our target is a subset of SVI solution;

Strong-monotonicity => monotonicity => pseudo-monotonicity 



MinMax Optimization & SVI/MVI

How to solve SVI? Stochastic Approximation(SA)

Ref: Iusem, Alfredo N., et al. "Extragradient method with variance reduction for stochastic variational inequalities." SIAM Journal on Optimization 27.2 (2017): 686-724.



Optimistic Stochastic Gradient

fixed gradient at step k，k-1



Optimistic Stochastic Gradient

Conclusion



Optimistic AdaGrad
Recap AdaGrad in Minimization Probelm:

Optimistic AdaGrad in MinMax Probelm:



Optimistic AdaGrad
Optimistic AdaGrad in MinMax Probelm:



Experiments
Wasserstein GAN with Gradient Penalty on CIFAR10



Experiments
Growth Rate Analysis of Cumulative Stochastic Gradient



Experiments
Self-attention GAN on ImageNet



Novelty

1. formulate the problem of first-order stationary point of minmax optimization as a
variational inequality problem, and use stochastic approximation(SA) method to solve SVI.

2. provided a variant OSG for solving a class of nonconvex non-concave min-max problem and
establish O(ε−4) complexity for finding-first-order stationary point.

3.provided an adaptive variant of OSG called OAdagrad and reveal an improved adaptive
complexity , where α characterizes the growth rate of the cumulative stochastic
gradient and 0 ≤ α ≤ 1/2.



Thank you!

Any questions?


