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Introduction to Multi-Modal Transformer
● Aim to capture the direct impact of atmospheric weather variations on crop growth effectively.
● Key Components:

○ Visual Backbone Network(Pyramid vision transformer)
○ Multi-Modal Attention Layer

● Transformer Functionality fθ(𝘹, ys) = vm , where 
○ vm∈ RTxGxd is the output of MM Transformer.
○ 𝘹: Sentinel-2 images
○ Ys: Short-term meteorological data.

● Introduction of a novel Multi-Modal Multi-Head Attention mechanism to better capture the 
nuanced effects of weather on crops.

● Implementation of a pioneering multi-modal self-supervised learning strategy using SimCLR 
for effective pre-training of the MM Transformer without the need for human-labeled data.



Pyramid Vision Transformer
● Type of architecture designed for computer vision 

tasks that require handling different scales of visual 
data, like object detection and semantic 
segmentation

● Idea of incorporating a pyramid structure to 
transformer model to generate multi-scale feature 
maps.

● Key Components:
○ Patch Embedding
○ Position Embedding
○ Transformer Blocks
○ Classifier

https://arxiv.org/abs/2102.12122



Multi Head Attention vs Spatial Reduction Attention
Comparison:

➢ MHA processes an input sequence by dividing it into 
multiple heads. Each head computes scaled dot-product 
attention independently, allowing the model to attend to 
information from different representation subspaces at 
different positions.

➢ Designed to reduce the spatial resolution of the 'key' and 
'value' matrices before the attention operation, significantly 
lowering the computational and memory overhead, 
especially beneficial for high-resolution inputs.

➢ Before computing attention, SRA performs a spatial 
reduction on K and V, reducing their dimensions.

➢ Attention(Q,K,V) = Softmax(QKT/√dhead)V ➢ SRA(Q,K,V) = concat(head0,...,headNi)W0
➢ Headj = Attention(QW0,SR(K)Wkj,SR(V)Wvj)
➢ SR(x) = Norm(Reshape(x,Ri)Ws)
➢ Where Ri is reduction ratio, reducing the spatial dimension 

by a factor of Ri
2.

Reduced Computational Load:The spatial reduction step lowers the size of the matrices involved in the attention calculations, leading to a reduction 
in computational complexity from O(n2) to O(n2/Ri

2), where n is the original dimension of the input sequence.

Efficiency:By lowering memory usage and computational demands, SRA can handle larger input feature maps or sequences with limited 
computational resources, making it suitable for high-resolution images.



Working of PVT
● Input image:

○ The process starts with an input image of 
dimensions H×W×C where H is height, W is width, 
and C is the number of channels .

● Patch Embedding:
○ Convert the image into a sequence of flattened 

patches which are then projected into an 
embedding space.

○ The image is first divided into patches (each of size 
patch_size×patch_size). 

○ Each patch is then flattened and linearly 
transformed into a higher dimensional space.

○ The output at this stage is a sequence of embedded 
patches of dimension (H/patch_size)×
(W/patch_size)×embed_dim.

● Positional Embedding:
○ Transformer architecture does not inherently 

process sequential data, positional embeddings are 
added to the patch embeddings to provide 
information position of the patches in the image.



Working of PVT
● Transformer Encoder stages:

○ PVT processes the positional embedded patches 
through multiple stages of transformer blocks.

○ Each block contains:
○ Layer Normalization: 
○ Multi-Head Attention (with Spatial Reduction):

■ This is a key difference from traditional 
transformers. PVT uses spatial reduction 
attention where the resolution of key and value 
tensors is reduced to decrease computational 
load, especially important for larger images.

■ Queries, keys, and values are generated from 
the input, but the spatial dimensions of keys and 
values are reduced, maintaining efficiency.

○ Feed-Forward Network: Consists of two linear 
transformations with a non-linearity in between.

○ Output: The transformer blocks output a sequence of 
feature embeddings for each patch.



Working of PVT
● Downsampling Between Stages:

○ As the data passes through each stage, the resolution of the feature map 
is progressively reduced. This downsampling is achieved not by pooling, 
as in CNNs, but by adjusting the patch size and the stride in the patch 
embedding layer of each subsequent stage

● Final Stage - Classification Head:
○ After the last transformer stage, a classification token (often learned 

during training) is appended to the sequence of embeddings if the task is 
classification.

○ The sequence is passed through a final layer normalization and then to a 
fully connected layer (classification head) that outputs the class scores.



Multi-Modal Multi-Head Attention (MM-MHA) 
● Purpose: 

○ Designed to enhance crop growth prediction by integrating high-resolution 

visual data from Pyramid Vision Transformers (PVT) with numerical 
meteorological data.

● Core Concept: 

○ MM-MHA captures the dynamic effects of meteorological parameters on 

crop growth by processing multimodal data, offering a more 
comprehensive analysis than using visual data alone.



Mathematical Formulation for MM-MHA
• Attention mechanism:

- MM-MHA(Q,K,V) = Softmax(QKT/√dhead)V
- Here, Q=WQ

mΦm(χm), K = WK
mτm(ys), V = WV

mτm(ys)
- Φm(χm) represents the visual features encoded by PVT.
- τm(ys) represents the transformed meteorological data.

• Parameters:
- WQ

m,WK
m,WV

m are learnable projection matrices that transform the inputs into the attention 
mechanism required format.

- Φm(χm) and τm(ys) are the embeddings for visual and meteorological data, respectively.

14

These transformations ensure that both modalities are compatible for the attention mechanism, allowing the model to 
effectively learn from and integrate both types of data.



SimCLR
SimCLR (Simple Framework for Contrastive Learning of Visual 
Representations) is a self-supervised learning method that aims to 
learn useful representations by maximizing agreement between 
differently augmented views of the same data example via a 
contrastive loss in the latent space. The typical components of 
SimCLR include:

● Data Augmentation Module: Generates two augmented 
versions of the same image, which are treated as a positive 
pair.

● Backbone Network: Used to extract features from these 
augmented images.

● Projection Head: Transforms features to the space where 
contrastive loss is applied.

● Contrastive Loss Function: Typically, a variant of the 
NT-Xent (normalized temperature-scaled cross-entropy loss) 
is used to maximize similarity of features from the positive 
pair while minimizing similarity from negative pairs (different 
images).



SimCLR Mathematics

where B = T × G. Here, vi
m and vj

m are the positive pair, and τ is 
the temperature parameter.



Workflow of MultiModal Transformer
● Model takes two types of data:Satellite images 

denoted by X’’ & short-term meteorological data.
● The augmented satellite images are processed 

through a Pyramid Vision Transformer. PVT is adept 
at handling high-resolution images and extracts 
complex features due to its capability to maintain a 
global receptive field.

● Outputs from the PVT (visual features of the satellite 
images) are then combined with the processed 
short-term meteorological data in a Multi-Modal 
Attention mechanism.

● This Multi-Modal Attention module is crucial for 
merging information from different modalities (visual 
and meteorological), enhancing the model's ability to 
interpret the combined effect of visual appearance and 
environmental factors on the observed phenomena.



Spatial Transformer
Modeled after vanilla ViT 

County size (grid count) varies -> 

Flexible number of positional embeddings

Utilizes MultiModal output to learn the global spatial 
information of a county. 

Learns high-resolution spatial dependency among 
counties for accurate agricultural tracking.



Spatial Transformer
Overview:

● Captures spatial relationships
● Uses multi-head attention mechanism 
● Treats input as having spatial dimensions

Key features:

● Content-based attention across spatial extent
● No additional positional or spatial bias
● Relies solely on provided content (input data) ->
● Generalized learning

Functionality:

● Can project output back to input dimension
● Includes dropout for regularization



Temporal Transformer
Combines the outputs of the Spatial Transformer and y_l to 
capture global temporal information AND the impact of long-term 
climate change on crop yields.

Incorporates a relative meteorological bias into each head for 
similarity computation.

Captures long-range temporal dependency for learning the 
impact of long-term climate change on crops.



Temporal Transformer
Overview:

● Captures temporal relationships in input data
● Uses temporal multi-head attention mechanism
● Designed for inputs with a temporal dimension

Key feature:

● Optional bias term capability 
● Can inject temporal or positional information 
● Suitable for tasks where input order/timing matters

Additional functionality:

● Includes output projection
● Incorporates dropout for regularization



Output
The output of the Temporal Transformer is ultimately used by a 
linear classifier for predicting the annual crop yields. 



Key Differences
Spatial Attention

● Operates on pre-processed spatial data
● Does not use explicit positional encoding
● Relies on inherent spatial structure of input

Temporal Attention

● Similar to spatial attention
● Includes an optional bias term
● Incorporates temporal or positional 

information explicitly
● More suitable for sequences or time-series 

data

Standard ViT Attention

● Uses fixed-size image patches as tokens
● Incorporates learned positional embeddings
● Retains spatial information but not spatial 

dependencies

Spatial-Temporal / PVT

Window-based attention starts at the 
local/momentary level and then contextualizes 
extracted representations with global information 
(e.g., notices cars before noticing traffic patterns 
over a highway’s 24-hour period). 



Experiments
Predict 2021 crop yields at the county level across four U.S. 
states, with prediction performance measured by three metrics.

RMSE: Measures how far predicted values 
are from actual values. Lower is better.

R²: Shows how much of the outcome can be 
explained by the model. Ranges from 0 (no 
explanation) to 1 (perfect explanation).

Correlation: Indicates how closely two 
variables are related. Ranges from -1 (perfect 
negative) to 1 (perfect positive).



Model Settings (Hyperparameters)
Similarly to SimCLR:

Random cropping, random horizontal flipping, random Gaussian blur, and color jittering allow data 

augmentation for pre-training and generalize unseen data (variation in lighting, contrast, luminosity. etc.)

After pre-training, we fine-tune MMST-ViT for 100 epochs using AdamW with β1 = 0.9, β2 = 0.999, a cosine 

decay schedule with an initial learning rate of 1e − 3, and warmup epochs of 5.



Comparative Performance Evaluation



Comparative Performance Evaluation

ConvLSTM overlooks the impact of meteorological parameters on crop growth. 

CNN-RNN cannot model the spatial dependency among neighborhood regions. 

GNN-RNN only considers the meteorological data.

MMST-ViT outperforms the most recent state-of-the-art (i.e., GNN-RNN) measurably.

Visual remote sensing and numerical meteorological data. (Multimodal!) 



Comparative Performance Evaluation



Conclusion
• The paper introduces the Multi-Modal Spatial-Temporal Vision Transformer (MMST-ViT), which 

integrates remote sensing and meteorological data for more accurate crop yield prediction.

• MMST-ViT includes three core components: Multi-Modal Transformer, Spatial Transformer, and 
Temporal Transformer, each utilizing a unique Multi-Head Attention (MHA) mechanism to 
process both visual and numerical data.

• The model effectively captures both short-term weather variations and long-term climate change, 
contributing to more reliable crop predictions.

• Extensive experiments on over 200 U.S. counties demonstrate that MMST-ViT consistently 
outperforms state-of-the-art models in terms of RMSE, R-squared (R²), and Pearson Correlation 
Coefficient.



Conclusion

• The introduction of a multi-modal contrastive learning technique allows MMST-ViT to 
pre-train without requiring extensive human supervision, addressing overfitting concerns.

• The model's application can help in improving agricultural decision-making processes by 
providing more accurate and timely crop yield forecasts 



1. Transfer Learning Across Geographies

2. Meta-Learning for Fast Adaptation

3. Few-shot Learning

New Ideas
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