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Earth Science with PETSc

PyLith (CIG)
Underworld (Monash)
Salvus (ETHZ)
TerraFERMA (Columbia)
PFLOTRAN (DOE)
STOMP (DOE)
pTatin3d (UCSD)
Rhea (NYU)
Waiwera (U Auckland)

http://www.geodynamics.org/cig/software/pylith
http://www.underworldproject.org/
https://salvus.io/
http://terraferma.github.io/
http://ees.lanl.gov/pflotran/
http://stomp.pnnl.gov/
http://
http://
http://


Sparse, Parallel Linear Algebra

Vec/Mat bound to a compute resource at runtime
“Toward Performance-Portable PETSc for
GPU-based Exascale Systems”
arXiv:2011.00715

Communication happens directly between GPUs
“The PetscSF Scalable Communication Layer”
arXiv:2102.13018

https://arxiv.org/abs/2011.00715
https://arxiv.org/abs/2102.13018


Implicitness

Allow accuracy limits to supercede stability
CFL limits

Geometric limits

Scale separation
Parabolization

Localization

Inverse problems
Bayesian inference

Parameter estimation



Composable Solvers
Linear
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Continuation

Newton solver with line search

Krylov solver (FGMRES)

Block preconditioner

Approximate Schur complement inverse

F-cycle on augmented momentum block

Coarse grid solver

LU factorization on assembled matrix

Prolongation operator

Local solves over coarse cells

Relaxation

GMRES

Matrix-free additive star iteration

Fig. 5.1: An outline of the algorithm for solving (1.1).

We use flexible GMRES [63] as the outermost solver for the linearized Newton
system, as we employ GMRES in the multigrid relaxation. If the pressure is only
defined up to a constant, then the appropriate nullspace is passed to the Krylov solver
and the solution orthogonalized against the nullspace at every iteration. The solve is
done matrix-free, i.e. the entire sparse Jacobian matrix is not assembled; instead its
action is computed by finite element assembly every time it is required. We use the
full block factorization preconditioner
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I �Ã�1

� BT

0 I

◆✓
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with approximate inner solves Ã�1
� and S̃�1 for the augmented momentum block and

the Schur complement respectively. The diagonal, upper and lower triangular variants
described in [56, 42] also converge well, but these took longer runtimes in preliminary
experiments.

We use one F-cycle of the geometric multigrid algorithm described in section 4 as
Ã�1

� . The problem on each level is constructed by rediscretization; fine grid functions,
such as the current iterate in the Newton scheme, are transferred to the coarse levels
via injection. On all levels except for the coarsest, the only matrices assembled are the
local problems on each star patch (for the relaxation) and each coarser cell (for the
prolongation). For each relaxation sweep we perform 6 (in 2D) or 10 (in 3D) GMRES
iterations preconditioned by the additive star iteration; at lower Reynolds numbers
this can be reduced, but we found that these expensive smoothers represented the
optimal tradeo↵ between inner and outer work at higher Reynolds numbers. The
coarsest level is assembled explicitly as a global sparse matrix and solved with the
SuperLU DIST sparse direct solver [52, 51]. For scalability, the coarse grid solve
is agglomerated onto a single compute node using PETSc’s telescoping facility [55].
As all inner solvers are additive, the convergence of the solver is independent of the
parallel decomposition (up to roundo↵).

5.2. Software implementation. The solver proposed in the previous section is
complex, and relies heavily on PETSc’s capability for the arbitrarily nested composi-

Farrell, Mitchell, and Wechsung (2018), arXiv:1810.03315

https://arxiv.org/abs/1810.03315
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Preconditioning Newton with NRichardson

./ex19 -lidvelocity 100 -grashof 1.3373e2
-da_grid_x 16 -da_grid_y 16 -da_refine 2
-snes_type newtonls -snes_max_it 1000 -pc_type lu
-npc_snes_type nrichardson -npc_snes_max_it 1
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Preconditioning Newton with NRichardson

./ex19 -lidvelocity 100 -grashof 1.3373e2
-da_grid_x 16 -da_grid_y 16 -da_refine 2
-snes_type newtonls -snes_max_it 1000 -pc_type lu
-npc_snes_type nrichardson -npc_snes_max_it 6



Adaptive Mesh Refinement

DM interface with p4est package from Burstedde and Isaac

PETSc solvers can be used seamlessly

2015 Gordon Bell Winner for Mantle Convection Simulation

Inversion for basal traction on the full Antarctic ice sheet

a

aIsaac

http://www.p4est.org/
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Adaptive Mesh Refinement
DM interface with ParMmg package from Froehly and Cirrottola

PETSc solvers can be used seamlessly

Wallwork, Barral, Ham, Piggot (2021) eartharXiv:4205

a

aWallwork

https://github.com/MmgTools/ParMmg
https://eartharxiv.org/repository/object/2019/download/4205/
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Differentiability

Low-level AD
PyTorch, Tensorflow

Enzyme
“Performance-Portable Solid Mechanics via Matrix-Free
p-Multigrid”
arXiv:2204.01722

High-level AD
pyadjoint (Firedrake, FEniCS)
github:dolfin-adjoint/pyadjoint

libadjoint
bitbucket:dolfin-adjoint/libadjoint

https://arxiv.org/abs/2204.01722
https://github.com/dolfin-adjoint/pyadjoint
https://bitbucket.org/dolfin-adjoint/libadjoint/src/master/
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0:6 F. Van Zee and T. Smith
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Fig. 1. An illustration of the algorithm for computing high-performance matrix multiplication, as expressed
within the BLIS framework [Van Zee and van de Geijn 2015].

ACM Transactions on Mathematical Software, Vol. 0, No. 0, Article 0, Publication date: 2016.



Why Libraries?

Libraries Hide
Implementation Complexity

0:6 F. Van Zee and T. Smith

4th loop around micro-kernel 

5th loop around micro-kernel 

3rd loop around micro-kernel 

mR 

mR 

1 

+= 

+= 

+= 

+= 

+= 

+= 

nC nC 

kC 

kC 

mC mC 

1 

nR 

kC 

nR 

Pack Ai → Ai 
~ 

Pack Bp → Bp 
~ 

nR 

A Bj Cj 

Ap 

Ai 

Bp 
Cj 

Ai 
~ Bp 

~ 

Bp 
~ Ci 

Ci 

kC 

L3 cache 
L2 cache 
L1 cache 
registers 

main memory 

1st loop around micro-kernel 

2nd loop around micro-kernel 

micro-kernel 

Fig. 1. An illustration of the algorithm for computing high-performance matrix multiplication, as expressed
within the BLIS framework [Van Zee and van de Geijn 2015].

ACM Transactions on Mathematical Software, Vol. 0, No. 0, Article 0, Publication date: 2016.



Why Libraries?

Libraries Accumulate
Best Practices

Classical Gram-Schmidt orthogonalization with
selective reorthogonalization
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Determining Provenance

Rather than making build-time choices,
that must be plumbed through all levels

with another layer of workflow scripts
and brittle top-level interfaces,
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Why Libraries?

Libraries Simplfy
Determining Provenance

we use packages without modification,
compiled in a standard way

and controlled entirely via runtime options.
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Dependability & Maintainability

Nearly 30 years of continuous development

Portability & Robustness

Tested at every supercomputer installation and 10,000+ users

Performance & Scalability

Many Gordon Bell Winners

Optimality & Robustness

State-of-the-Art Linear and Nonlinear Solvers, Eigensolvers,
Optimization Solvers, Timesteppers

Flexibility & Extensibility

More than 8000 citations and hundreds of application packages
Aerodynamics, Arterial Flow, Corrosion, Combustion, Data Mining,
Earthquake Mechanics, . . .
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