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Abstract— In distributed multi-robot construction it is im-
portant that different building sites receive building materials
at fixed, relative rates. Otherwise, subtasks finish at different
times introducing unnecessary delays. We present a feedback
algorithm to achieve robust load balancing in routing building
materials for stochastic, distributed, multi-robot construction
systems. We express global behavior in terms of local reactive
behavior via Guarded Command Programming with Rates and
prove correctness of the load-balancing controller for a wide
range of conditions. We adapt a proof from earlier work on
controlling Stochastic Chemical Kinetic systems and illustrate
the algorithm on the Factory-Floor robotic testbed [1].

I. INTRODUCTION —

In this paper we examine feedback control to balance
loads between subtasks in multi-robot systems. In pasicul L
we present a controller to balance the feed rate of building
materials between different construction sites in a larger
distributed construction task. Modular, reusable progréon Fig. 1. Simulation of a decentralized multi-robot system, dini two
construction subtasks are important to managing complexitowers. Each square on the bottom layer represents a romotitle that
and achieuing scalabity in wriing new construction pro Gt DB e s s o g TSl Luseh e ks
grams. In this context a simple, robust way to accomplisbl twice the rate as the one in front. As a result the back t?imvh'rgher.
load balancing between subtasks is important to composing
large construction programs from smaller ones withoubintr

ducing unnecessary delays. The work presented in this pPaRgfing behavior one can specify due to the inherent random-
is another step toward the goal of building structures withegs However, it allows the application of various analysi
autonomous, scalable, and robust robotic systems. Paltento|s as well as reasoning about reliability. For GCPR the
applications of such technology include building struetur \arkov process interpretation also enables reasoningtabou
for space exploration, hazardous/inaccessible enviratsne (g|ative speeds anconcurrency the tendency of distributed
or on a very small scale [2]. _ _ system to work with a common resource at the same time.
The load-balancing controller described here is robust to \ypije using probabilistic models and behavior can seem
robot failures and other system changes, such as additiong),nterintuitive for engineering robust, reliable systenon-
loads to the routing sub-task. We prove that the controller C gjger the exceedingly successful TCP/IP protocol. When an-
balance loads in systems that are well-modeled by Markoyy/ing the performance and reliability this protocol iseof
processes and illustrate the approach on Factory Flote@st ,,qeled as a Markov process [7]. That packets eventually

(Sec. Il) in the context of a particular way of representingrjye with high probability is more important than detaile
behaviors (Sec. IIl). . . ~ behavior, such as a particular route being predictable edfix

In this paper, the behavior of robots is specified viagimilarly, GCPR specifications are meant to guarantee that
Guarded Command Programming with R(€CPR), which  pehavior has a high probability of success [8]. In this paper
specifies the local reactive behavior of robots and allowes thye puild on these previous results and try to guarantee not
system as a whole to be interpreted as a Markov procegs|y that programs eventually succeed, but that several sub
Modeling the behavior of multi-robot system as a stochastigrograms can be balanced, resulting in robust predictable
process is similar to [3], [4], [5], [6]. Modeling multi-rad  ransient behavior.
system behavior as a Markov process restricts the type of the contribution of this paper is a load-balancing feedback

. . _ controller that works for stochastic programs in multi-oob
This work is supported by NSF Grant 0735953: ERRIntrolling the Au- We sh h hi h b d bal
tonomously Reconfiguring Factoand AFOSR via the 2006 MURI Award systems. We show _OWt IS approe_;lc can be used to ba E_ince
Specification Design and Verifcation of Distributed Emimsti®ystems loads between multiple construction sub-programs, taking




full advantage of the compositional nature that local rigact
programs allow. The mathematical approach is to reforreula
load balancing into the equivalent problem of controlling t Sor
average species number in a Stochastic Chemical Kineti ‘
(SCK) model [9] and to apply results we developed [10 il ... SLE ] s e
(Sec. |V) i | e & rouuing
Section Il describes the Factory Floor robotic testbec -
Section Il introduces mathematical notation used for prc
gramming, SCK, and summarizes some key results aba
Markov processes. Section IV describes a particular col
struction program in more detail and describes the loac™
balancing controller. It also gives some illustrative siation
results to accompany the proof. Finally, Sec. V containseson®)
concluding thoughts and ideas for future research. . -
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Il. THE FACTORY FLOOR TESTBED

The Factory Floor testbed is a multi-robot system fo
developing scalable, robust, multi-robot constructiogoal
rithms [1]. It consists of identical modules arranged in a
array, reminiscent of a factory floor with many workers
Together, these modules assemble building materials into
layer that is then lifted. By repeating this process, aalytr
lattice structures can be extruded from the Factory Floog)
layer by layer. The structures are built from two differentig The Factory Floor testbed. a) Schematic representaia Factory
types of building materialsnodesand trusses(Fig. 2¢c and  Floor module. b) Picture of truss type raw material. c) Pictfraode type
b). For the remainder of the paper, both types of buildingfW material. d) Picture of four modules assembling a two lajrercture.

. . . ) Picture of same structure in simulator. Module componergsoanitted
material are refered to asaw mataerial Nodes have SiX for ¢arity.
faces, each of which can rigidly connect to the end of a truss.
Together, the two raw materials can be used to construct
arbitrary three dimensional lattices.

Each robotic module contains a manipulator, a Iiftinga

mechanism, a cradle to store nodes, and various structures Pd trusses. Figure 2de_ show t_he physical system and the
same state represented in the simulator.

help with alignment (Fig. 2a). The end effector of the ma-
nipulator can pick up and release both trusses and nodes. Irin any case, we assume that the testbed has low level
addition, the end effector can actuate a latching mechanisinivers that can arbitrate local resource conflicts so that t

on the trusses, so that the ends become rigidly attachedHtigh level guarded command programs we write can treat
nodes (Fig. 2b). the actions of Factory Floor modules as atomic operations

Each robotic module can communicate with its four neighbetween discrete states.
bors and exchange information about the presence of raw
materials and the state of the lifter. In this paper we pnograExample 1. For notational clarity consider only the lowest
the system by describing processes that run each of thevel of the Factory Floor testbed, and one type of the raw
modules. Robots only talk to their neighbors to check thenaterial, nodes for example. In this case, #tate space
presence of building materials or exchange simple messagésis the occupancy information of each module, which can
No robot has access to the global system state and no roleohveniently be represented as a binary number. Using this
tries to estimate it. In our opinion such restrictions aboubinary notation a state € S assigns a zero or one to each
using global information are important to achieving sckdab module. If thei-th digit s; = 1 then module numbei
systems. The exception to this paradime is the integratopntains a node, otherwise §f = 0 it does not. Figure 3
state (Sec. IV-C), which all robots have access to. Since tlsows an example layout of module indices. Even in this
amount of information shared information is low we assumsimplified model, the number of state is quite larg& ~
that there is a low-level, distributed coummunication sehe 4.4 x 102, [
to share this information.

The programs for the example presented in Fig. 1 and The same approach can be used for an arbitrary, finite
the rest of the paper are written in the Command andumber of modules and occupancy states. For discussing
Control Language (CCL) [11] (see Sec. IlIl) combined withrouting programs this simplified state space suffices, kit th
an external simulation library. It keeps track of the sinbedh  following applies equally well to arbitrary, finite, distee
physical state of the positions of lifting mechanism, nodestate spaces.

e)



I11. N OTATION

A. Guarded Command Programming with Rates 374381 39| 20 b 414 42 374387 39| 40 } a1 { 42
GCPR is a way to program reactive, concurrent systems, (%71 3,7 33| 34 V327 36 21V 324 33 | 32 Va2t 36
such as the Factory Floor testbed described in Sec. II. Pro-
gramming systems with GCPR has the advantage of simple | 2> 26| 27| 28] 29] %0 25)26) 2728129 30
programcomposition It is an extension of an approach to 1920 21| 22| 23| 24 1920 21 22 K23% 24
reasoning about parallel processes from the computer sci- Mj@
ence literature [12]. Each robot works independently ekcep il el Ml Bl IS i Bl Bl livzwfv
sharing common resources, here, physical building méderia | 7 | 8 | 9 J10]11] 12 7| 8 hokrog 1112
and free space. GCPR and other concurrent languages areS K R R 2 d e R 6 AV SN PRNIEN
designed to make these dependencies and resource conflictd
explicit, so that they can be formally reasoned about. The a) b)
examples in this paper are written using the Command and ,
Control Language (CCL) [11], a particular implementation Q I:' % @
of a GCPR language. Loading Routing Construction Broken

The idea is that each robot is represented pyogram or Fig. 3. Layout of construction program. The modules that runltiading

process that can make changes to a global state spate program aiso run the routing program. Construction area Isist of
particular, we are interested in programs where theseractiomodules 31, 32, 37, and 38, while construction area 2 consfs3$, 36,
arelocal, which means that each robot only interacts with it§L and 42. The routing program is the same as for all modulespésor

. . . . the border modules of the two construction areas as showngngria)
neighbors. For a more detailed discussions of local behaviprograms during normal operations. b) Failure scenario. @rakodules
see, for example [13]. do not pass any raw materials.

A program V¥ is a multiset ofrules A rule ¢ is a triple
(g,a,7) whereg C S is a called theguard a C S x S is a
called theaction, andr € Rt the rate. notation the guard appears insteadedctants the result of

Guards are conditions on the state spacen the case the action instead oproducts and the rate over the arrow.
of robotic systems these conditions often corresponds toP#rts of the state that do not show up in the product remain
combination sensor information and internal variables. Fdinchanged. With this notation a guarded command program
example, a guard might be whether or not a robot is holdini§ essentially a reaction network with only unary reactions
a raw material. An action corresponds to a change a robist the SCK model [9]. Both of these descriptions specify
can perform on the state space, like moving a raw materi&f’.'arKOV processes on the state space as described in the next
For eacha € S x S the first coordinate of, corresponds to S€ction.
the state before the action and the second coordinate to thé°rograms can bescaled and composedto create new
state after the action is performed. The rate associated wiRrograms. Together, these two operations are used in the re-
each rule determines the average frequency the rule esecuf@dinder of the paper to build increasingly complex programs
when the guard is satisfied, in a way that is made precise ffPm simple sub-programs and to phrase desired program
Sec. lI-B. behavior as a control problem. The compositinof two

~ programs¥; and ¥, is simply the union of their rules
Example 2. The guarded comman(y, a, k) of module:

passing a node to modujeat a ratek is given by the guard U=, UWw,. (2)

g={se€S|s=115;=0} A program¥ scaled by a positive number e R* is a new
program with rules that have the same guards and actions,

and the action .
but where each rate is scaled by

@ ={(s8)e5xS | si=1,5 =0,
S;:O,S; :17Vk7él7k7é] Sk:S;g}-

Only the occupancy of modulé and j change and all the
other digits ofs remain unchanged. The action is locam

a¥ ={(g,a,ar) | (g,a,r) € ¥}. 3)

Note that in this construction the guard and action need
to be consistent in order for the rule to specify transitions
between states. Specifically, for guarded commands to in-

The notation in the above example is cumbersome and Wieice transitions the intersection of the guard and the first
borrow ideas from chemistry to simplify it. The chemical no-component of the action has to be non-empty. Otherwise, the
tation also highlights the local nature of guarded commandsle does not change the behavior of the associated Markov
since parts of the state that remain unchanged do not appgsocess.

Example 2 can be rewritten as

o B. The Connection Between GCPR And Markov Processes
$i8j = %i85) (1) Semantically, aGuarded Command PrograntGCP) is

wheres; is used to denote the condition thgt= 1 ands; interpreted as a continuous tinMarkov process[14], X;
for s; = 0 similar to boolean logic. In the chemical reactionwith state space&. Markov processes are characterized by



their generators, which for finite or countable state spaces
can be represented agi@nerator matrixWe briefly describe m
a mapping from GCPs to generator matrices and the corre-
spondence of scaling (3) and composition (2) operations on T -
programs to operations on the associated generator nsatrice
For a more detailed description of these operations and k., ko
proofs see [8], [10].
To facilitate the description of the generator magxwe , _ , ,
choose an enumeration of. This enumeration s arbitrary £5; %,  Sthemale epresentton of i rouna program oroder
but assumed fixed for the remainder of this paper. For a givese direction indicates. The symbol next to the arrow is treaisted rate.
program denote the set of rules in which the guard contairfgw of the rates are controlled by the input
¢ and the action includes a transition franto j, by R; ;.
Given a guarded command prograbndefine the associ-

ated generator matriQ element-wise as regions of the factory floor and the different tasks they
o perform.
Qij =0 !f ?#J andR; ; = 0, Obtaining raw materials in the following program is
Qij =2 yer,, ™ fiFjandR;#0, (4)  represented by the prograi,... Modules that run¥;,.q
Qi = — Zj Qi randomly obtain raw materials at rakg,.q. In general, the

Probability distributions over states are denoted as roff@ding program could be replaced by a disassembly pro-
vectorsp, where thei-th elementp; denotes the probability gram that obtains raw materials by taking apart an existing

of being in statei € S. Functions of the sates are denotecdptructure of be the destination of a different routing pesgr
by column vectors. Ify : S — R theny is a vector who's Considering a S|_ngle type of raw materlgl as discussed in the
ith entry isy(i), the value assigned to stateby y. The Sec. Il the loading program can be written as
expected valuer meanEy of a functiony is given by the
inner product of the two vectors representing the function 81 ™
and the probability distributiopy .

The dynamics of the Markov process are determined
by the generator matriXQ. The evolution of probability for each module that is running® ;.

— kioga
Siﬂ

distribution is given by The routing portion of a construction program is similarly
dp simple. The spatial relation between different modules in
- rQ, ®)  the routing sub-program is shown in Fig. 4. Passing a raw

material from one moduléto a neighboring module: at a

which is called themaster equation[15, Ch. 5]. When :
rate k., for example, can be written as

lim; . p(t) is unigue it is known as thesteady state
distribution. A sufficient condition for a system to reach . ®)
steady state is th&f is finite and every state can be reached
from every other state. In general, we look at sub-programghere are subtle differences between the routing sub-anogr
where these conditions are met, so that we assume thRd the loading sub-program. Firstly, because two differen
existence of a steady state distribution. modules are involved, the same source modules could be
Scaling and composition operations on programs are rgwolved in multiple passing operations so that the routing
lated to operations on the generators in the following way module has a choice on which way to pass the raw material.
This choice is made probabilistically based on the relative
Qlar¥r U azWz) = a1 Q(¥1) + a2Q(¥s). (6) o otthe passing rules (8). Secondly, physically pgssin
Due to the close relationship between programs and the®w materials between modules takes time, in the case when
generator matrices, we identify the guarded command pre-module can pass a raw material to other modules we make
gram with the stochastic processes they induce. For exampseire that the rate out of each module is normalized to a
we say that a program has a steady state distribution amBximum k,.ss, corresponding to the maximum speed at
use program to mean the discrete Markov process on théich modules are physically able to perform the passing
discrete, often very large state spageFor a more detailed operation. Adjusting the rates for the different direction
description of the probabilistic interpretation of progas changes the relative feed rates to the two building sites in
well as other operations on programs see [10]. Fig. 3.

Building programs are more complicated to write due
to coupled dependencies of raw materials, geometric con-
There are three main tasks in construction, obtaining rasgtraints, and limited sensing of upper layers. Conceptuall
materials, routing raw materials, and processing the rathese programs are just as simple though. In the programs
materials into structures. In the Factory Floor testbed thgresented here, each layer in the building program starts by
modules perform all three. Figure 3 describes the differeqlacing a node in a specific location and then fills up the

IV. A ROBUSTLOAD-BALANCING PROGRAM



remaining positions with raw materials received from the e
routing sub-program until the layer is complete. 27 38 30 —
Building programs in the simulation use some simplifying o £
assumptions. For example, in the simulator an individual <

module can lift a layer. In reality some coordination needs bager
to take place. For example, a the module that decides it is a1 32 33 ]
time to lift a layer could send out a message with a time o I
to count down, until starting to lift. Based on the size and
inter module communication speed, the waiting time can be T Kot I Fyeed —
chosen conservatively so that all modules that need to lift
together have received the message with high probability by R RS N
the time the count down elapses. & &
Similar to our earlier work [8] this paper is mostly _— 7
concerned with the routing portion of an overall construtti \/
program, specifically with robustly routing raw materiats t
different construction sites in a balanced way. The routing
sub-program itself is the composition of three differertb-su ]
programs . .4, and Ws. The programc. moves raw £, Border modles of constucton aes 1, The expectutaf e
materials up into the direction of the construction aréas, occupancy time for the border modules. The modules 25,26,38,38n
in Fig. 4, and the other two program move raw materialffscs & T el o inossessing a 1av material fhen the
sideways to the construction areas, progrdm toward o SoUER T P oo B P 9 ’
construction area 1 andi 5 toward construction area 2. The
resulting routing program is given by

sub programs they are feeding, which stands in the way of

Vroure = Vo Uula U (1 —u)¥p, ©) building up large programs form re-useable sub-programs.
where the rules of each program have a rat s The Also, here we can consider robust behavior with multi-
rules for border modules are are modified from Fig. 4 aBle construction sites, while our previous results conegrn
shown in Fig. 5. creating robust open-loop routing programs that feed only a

The overall program is given by single construction area. While conceptually minor, theopro
in [8] that the routing program is robust to a large class of
U = Wipad U Vroute U Vtower1 U Prowera,  (10)  failures relied on assuming a single construciton area.

where U601 and Wy,pe02 are the construction programs B. Computing The Expected Feed Rate

in area 1 and area 2 respectively. The two construction 1 occupancy of théorder modulego a construction

programs are the same except that they are instantiated Q25 s directly related to théeed rate of raw materials

different modules. Note, that this program has a tunabletinp;io the area, see Fig. 5. Only the occupancy state of

u that determines how much of the raw material is routed t85rger modules matters, since raw materials can only enter

each construction site on average. a construction area through one of the border modules.
Let i be the location of a border modules that passes the

raw material into the construction area at a raté 4. For

The two disturbances we consider here are failure ¢f given states € S, the i-th coordinates; denotes whether

individual robotic modules and changing loads. For a morghat particular module contains a raw materia) = 1) or
complete discussion of different disturbances and fadlime not (s; = 0). The expected feed rate from modulés given

the context of GCPR and the Factory Floor testbed see [1jy
Balancing loads between different construction areas in Ekfecasi = kfecdEsi.

the face of module failures, makes the overall construction ) ) ) )
program robust. For example, in Fig. 3b, 9 out of 34-emma 1. Given a construction site and a routing program

routing modules are broken. As a result, both feed ratg¥here each modulé < B in the set of border modules
to the construction areas change because the routing afgrasses raw materials mto. thg construction site with rate
loading programs are much less efficient at transportinkyccd, the expected feed rate is givenBy wherey : 5 — R
raw materials to the construction areas. However, the loaY
balancing controller regulates the average differencerdet y(s) = Y kfecas:.
the two feed rates to zero, see Fig. 6. i €B

Rejecting the disturbance of new or changing loads is Let y; be a function defined as in Lem. 1 for the border
important to utilizing the compositional nature of GCPRmodules of construction area B = {25, 26, 33,39}, and
In the absence of a load-balancing mechanism routing sukimilarly, lety, be defined for construction area 2 with=
programs need to be specifically tailored to the constroctiof29, 30, 34,40}. Due to linearity of the expected value, the

A. Disturbances



mean difference of the two feed rates is give by the expected ¢ Y0 samples=200 N

value of

N

y(s) = y2(s) —y1(s). 11)
Load balancing between the two construction areas can thu:
be expressed as the set-padiy = 0.
C. Feedback Control

The feedback controller is an integral controller, on the
error of an output functiony : S — R of the discrete states
compared to a set-poing;*. The cumulative error is denoted

N

Error [Raw Materials/10sec]
o

by z and its dynamics are given by 6 ‘ | L
0 200 400 600 800 1000 1200 1400 1600 1800
dz a) Time [sec]
_ *
- ’Y(y(S) -y )v (12) y=1e-06 samples=200
dt . N

where~ is a integrator gain. The cumulative error is fed back

|
N

Denote the steady state distribution of the open-loop syste
whenu = 0 andu = 1 by p,, and pj; respectively.
The closed-loop system dynamics are givenwy= h(z),

though the saturation function 5 4 08
0 2<0 % 2
h(z)=4 z 0<=z<1 (13) £ 06
1 1<z $0
H
g

where the dynamics of depend onu because it changes % ‘ L
the transition rates between statesSinThe resulting closed 0 0 400 600 B0 ey 200 1400 1600 1800
loop system is a stochastic hybrid system with the following

property.

. Fig. 6. Routing raw materials with the failure shown in Fig&800Gec.
Theorem 2 (From [10]). Let Q(u) be the generator matriX a) pifference in routing rates in open-loop. The fractiontmfiectories at

of a tunable reaction network adthe vector corresponding a particular value and time is indicated by the grey shadihgwing the
to an output function. The feedback controller describegmse in the system. A sample trajectory highlighted in blac# the thick
. L . . lue line is the empirical ensemble mean. b) Difference in ngutates for
in (12)-(13) results in a closed loop system with a statignarie closed-loop controller with = 1e — 6

distribution that ha&y = y* wheny* is in the controllable
region pyy < y* < pmy-

total available flux of raw materials arriving at the loading
area. However, when bottlenecks are present as in thedailur
Q(u) = Q(Vi0adUP cUuP 4U(1—u) ¥ gUW400er1 UPtouwer2)  SCENario shown in Fig. 3b they limit the total available flux

. ) . difference, see Tab. I.
and the output function defined by (11). Choosigig= 0 The controllable region for a given geometry is easy to
and using the controller presented above results in stead 9 9 9 y y

state behavior where the mean feed rate to both constructi%%mpme' All that sn ee_ded IS an estimate for the st_eady
. State occupancy distribution, which can be done analygical
areas is the same. for smaller problems or thorough sampling techniques like
The simulation results of the open-loop and closed loo b g pling q

system are shown in Fig. 6. In both cases the system ISe stochastic simulation algorithm [16] even for largeesta

. . . , oo SPaces. Table | shows estimates of the controllable region
operating correctly according to Fig. 3a for the first based on statistics gathered from sample trajectories to

at which time them modules marked broken in Fig. 3b StoBomputep v andp,,y. Note that when modules are broken
m MY -

passing raw materials. the region shrinks significant!
The inputw is chosen such that the open-loop system 9 9 Y-

with all modules working correctly has a balanced feed rate, |

To apply Thm. 2 to the load balancing problem let

u=1 | u=0

Fig 6at < 1000sec. However, when the failure scenario Working | —3.90 £0.24 | 3.56 £ 0.23
shown in Fig. 3b occurs, more raw material arrives at Broken | —2.30£0.18 | 0.714£0.18
construction area 1 on average. The load-balancing cdentrol TABLE |

rejects this disturbance and even when modules break the ESTIMATES OF THECONTROLLABLE REGION (CI 0.95)
mean feed rate to both construction areas is the same.

The controllable region depends on the loading rate, the
detailed geometry of the routing program, and the location By Thm. 2 the load-balancing controller will work as long
of broken modules. In the absence of bottlenecks in thas the set-point (zero) is inside the controllable regiosiny
routing area, the difference in loading rates is limited g t different programs can change this region, but as long as the



new controllable region contains the set-point the batemci [6]
controller will balance the feedrates. As a result, the load
balancing controller is robust to a wide class of disturlesnc 7
For example, if the program also passes raw materials to
additional construction sites.

V. CONCLUSION (8l

The contribution of this paper is to adapt a feedbac
mechanisms from earlier work [17] to balance loads betwee
different sub-programs in distributed, stochastic, ratdbot  [10]
systems. The key connection is given in Lem. 1. We demon-
strate the controller in a robust load balancing applicatio1;
for routing raw materials to different construction sites a
the same feed rate. (12]

The ability to robustly balance loads between different
sub-programs is important to a modular approach to writinf§3]
programs for multi-robot construction. This work is an
extension of [8] which focuses on robust routing algorithms, 4
for a single construction site. Allocating the flow of raw ma-
terials to different sub-programs allows for building cdexp [15]
behaviors from sub-programs that have predictable behavigg

In the current analysis the feedback controller requires a
global error and global feedback signal. However, the amouht”]
of information that needs to be shared is minimal. As a result
this controller can readily be implemented even in robots
with very limited communication ability. In the future we
plan to investigate distributed implementations as weth F
example, each module could run a local copy of the feedback
controller and only error signals need to be computed and
broadcast.

Creating robust, scalable construction sub-programs is
significantly more difficult than creating robust routingppr
grams, but necessary to reach our goal of creating robust,
autonomous multi-robot construction platforms. We plan to
address this problem by carefully designing a set of robust
basic construction programs, which can then be scaled and
composed to build complex structures. However, to take full
advantage of such robust construction sub-programs robust
routing and load balancing are essential. As such, we leeliev
that the controller presented in this paper is a significeeg s
toward robust, distributed, multi-robot construction.

9]
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