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Abstract
The goal of this project is to show the process of learning new words in SNePS. SNePS is a semantic network processing system. This system is designed for processing natural language. It uses propositional semantic network to represent original texts written in natural language. The meaning of a word (a node is assigned to a single word) is its structure in the network and its relations with other nodes (other words). If a word has a structure in the network and this network can deal with this word when it appears in a text, then the network has knowledge about this word. Conversely, if a word is totally isolated or not appeared in the network, we can say that this network has no knowledge about it. We can also say that the word is meaningless for this network. 


When reading (translating) a text, the network may meet an unknown word. It means that the network has no knowledge about the word. However, through the process of reading (translating natural language into a semantic network), more and more connections and structures will be built for the unknown word. This process is the learning process for the network to learn new words. The aim of this project is to show this process. 

1. SNePS

This project is to show how a semantic network can learn new words from texts. The knowledge representational language I am going to use is SNePS (Semantic Network Processing System). SNePS is constructed by nodes and arcs. Nodes represent concepts and propositions. Arcs represent non-conceptual relations between concepts and propositions. For example, 
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        figure 1

Figure 1 is a simplified network of SNePS. Two of the nodes represent concepts such as bird and fly. The other node (M1!) represents a proposition that birds have the property of fly. Every network has its semantics and syntax. In this example, we can analyze this network as follows:

Syntax:
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        figure 2

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 1 is a network and m is a structured proposition node.

Semantics:
[m] is the proposition that [i] has the property of [j]. 

This network can also be expressed in the following way:



Object_property( bird, fly)

Here, “object_property” means that we have a case frame “object_property”. “Bird” is the object and “fly” is the property in this case frame. This expression is easier for us to discuss their logic reasoning among propositions. For example, if we have the following networks,

Object_property(bird, fly)
[means - birds have the property of fly]
Member_class(John, bird)
[means - John is a member of the class bird]
Object_property(x, y) & Member_class(z, x) -> Object_property(z, y)

[means - if x has the property of y and z is a member of the class x, then z has

 the property of y]


then we can easily get the following network: 

Object_property(John, fly)

2. How to learn new words from texts in SNePS?

When reading texts, the first step for SNePS is to translate natural language into a propositional semantic network. For example, SNePS uses the network in figure 1 to replace “birds can fly” (or “birds have the property of fly”). This mechanism is one of the most important parts in SNePS to successfully process natural language. If the translation cannot be precisely correct, problems may occur. Since this is not directly relevant to this project, I will not make further discussions. In this project, I will translate texts by my own, not according to the mechanism in SNePS. 


When SNePS encounters an unknown word, it will build a node for the unknown word, which has no meaning. The term ‘no meaning’ here means no connections with other nodes.  

After translating a group of sentences with the unknown words, the node, which represents the unknown word, will connect to other nodes. These connections will give the unknown word meanings. Thus, SNePS learns this word and the knowledge about the new word is helpful to learn other words. In order to reach this goal, the information from the texts is normally not enough. We need to offer SNePS background knowledge and reasoning abilities. For example, if x is a member of y and y is a subclass of z, then we know that x is also a member of z. We normally cannot find this information in the texts, because the author who writes the texts supposes that every reader should know it. Thus, I also suppose that the network has learned this knowledge before and possesses this sort of knowledge already. 

In this project, I will discuss how SNePS can learn new words through the learning process.  

3. Syntax and Semantics of the case frames

1. object / propername

Syntax:


                                    m
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                      i                             j  



        figure 3

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 3 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] has the proper name [j]. 

2. member / class

Syntax:


                                    m

    member
           class


                      i                             j  



        figure 4

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 4 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] is a member of class [j]. 

3. equiv / equiv

Syntax:


                                    m

        equiv
           equiv


                      i                             j  



        figure 5

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 5 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] is equivalent to [j]. 

4. agent / act / object1 / object2 / … / object i

Syntax:
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        figure 6

If s, a, obj1, obj2, …, and obj i are individual nodes and ‘m’ is an identifier not previously used, then figure 6 is a network and m is a structured proposition node.
Semantics:
[m] is the proposition that [s] performs an act [a] and [obj1], [obj2],…, [obji] are objects of [a].

5. min / max / arg 
Syntax:


                                     r
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arg
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        figure 7

If m1,…, mN are structured proposition nodes, i and j are natural numbers, and r is an identifier not previously used, then figure 7 is a network and r is a rule node. 

Semantics:
[r] is the proposition that there is a relevant connection between propositions [m1], …, [mN] such that at least i and at most j of them are simultaneously true. 

6. object / property
Syntax:


                                    m

       object
           property
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        figure 8

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 8 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] has the property [j]. 

7. subclass / superclass

Syntax:


                                    m

    subclass
           superclass


                      i                             j  



        figure 9

If i and j are individual nodes and ‘m’ is an identifier not previously used, then figure 9 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] is a subclass of superclass [j]. 

8. object / property / stime

Syntax:


                                    m

  object  
                property


     stime


          i                           j  

   k



        figure 10

If i, j and k are individual nodes and ‘m’ is an identifier not previously used, then figure 10 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] has the property of  [k] after the time [j]. 

9. ant / cq

Syntax:


                                     r

    
ant
           cq


                     m1                        m2  



        figure 11

If m1 and m2 are structured proposition nodes and ‘r’ is an identifier not previously used, then figure 11 is a network and r is a structured rule node.
Semantics:

[m] is the proposition that if [m1] is true, then [m2] is true.  

10. &ant / forall / cq 

Syntax:


                                     r



     &ant
      

       &ant 
 forall
  forall
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        figure 12

If a1,…, aN and c are structured proposition nodes, and v1,…, vL are variable nodes,  and r is an identifier not previously used, then figure 12 is a network and r is a rule node. 

Semantics:

[r] is the proposition that for all v1, …, vL, if [a1], …, [aN] are true, then c is true. 

11.  ant / cq / forall 

Syntax:


                                     r
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        figure 13

If a and c are structured proposition nodes, and v is a variable node, and r is an identifier not previously used, then figure 13 is a network and r is a rule node. 

Semantics:

[r] is the proposition that for all v, if a is true, then c is true. 

12. lex

Syntax:


                                      i




      

    lex

 w


        figure 14

If w is a lexeme and I is an identifier not previously used, then figure 14 is a network, w is a sensory node, and I is a structured individual node. 

Semantics:

[i] is the Meinongian entity expressed by uttering w.

13. subclass / superclass / stime

Syntax:


                                    m

subclass  
                superclass


      probability


          i                            

   k




 j



        figure 10

If i, j and k are individual nodes and ‘m’ is an identifier not previously used, then figure 13 is a network and m is a structured proposition node.

Semantics:

[m] is the proposition that [i] is a subclass of  [k] with the possibility of

 [j]. 

4. An example – representing a sample text and learning a new word in SNePS

The sample text I have chosen is in appendix A. The words ‘sedative’, ‘sedation’, ‘sedate’, and ‘versed’ (the name of a sedative) are supposed to be unknown words. However, the only target word is ‘sedative’. I will not represent all the sentences in the text; only the sentences that are helpful for learning the unknown word “sedative” will be represented by SNePS.  For a convenient reason, I may also represent part of a sentence, rather than the whole sentence, because the remains might not be relevant for the goal. 

(1) A list for those that will be represented:

(a) Relief is now available for the anxiety many children suffer when undergoing difficult medical procedures or facing surgery. 

(b) The U.S. Food and Drug Administration (FDA) granted marketing clearance today to a sedative for use in children.
(c) The medication, Versed, can be used to calm children who must undergo procedures such as bone-marrow aspiration.

(f) Versed also can be used to help calm children facing surgery. 

(g) Versed now is also available.

(o) Versed is a drug.

(q) Versed is a sedative. 

(r1) It can be used as a light sedative to help alleviate a child's anxiety. 

(r2) Sedative causes a deeper state of sedation.
(2) The original text:   (from http://www.pslgroup.com/dg/216e2.htm)

Please refer to Appendix A. 

(3) A list of Needed background knowledge

(BK01) If FDA grants that people use something x, then x must be either

food or drug.  

(x) [Agent_act_object (FDA, grant, Agent_act_object

 (human_being, use, x))( (Member_class (x, Food) or

 Member_class (x, drug))]

(BK02) Child is a subclass of human_being. 



Subclass_superclass (child, human_being)


(BK03) If v2 is a member of v3 and v3 is a subclass of v4, then v2 is a

member of v4.



(v2)(v3)(v4) [(Member_class (v2, v3) & Subclass_superclass

(v2, v3)) ( Member_class (v2, v4)]

(BK04) If agent V6 performs an action v7 and v8 is an object of the action, 

and we know that v5 is a subclass of v6, then we can say that v5

 performs an action v7 and v8 is an object of v7. 

(v5)(v6)(v7)(v8) [(agent_act_object (v6, v7, v8) &

 subclass_superclass (v5, v6)) ( agent_act_object(v5, v7, v8)]


       (BK 05) Bone-marrow aspiration is a difficult medical procedure.

Member_class (bone-marrow aspiration, difficult-medical-procedure)

       (BK 06) That something B7 calms human-being is equivalent to that B7

 relieves the emotion, which suffered by human-being.

(Please refer to the network of background knowledge 08). 

      (BK 07) Anxiety is an emotion.



Member_class (anxiety, emotion)

      (BK 08) An important drug is a drug.



Subclass_superclass (important-drug, drug)

      (BK 09) If that v9 is v12 or v10 and that v11 is v10 & v9, then that v9 is

likely to be v10.



(Please refer to the network of background knowledge 09)

      (BK 10) “Alleviate” is equivalent to “relieve”. 



Equiv_equiv (“alleviate”, “relieve”)

(4) The representations of sentences 

[image: image1.png]ot
medcal-
procedure

|

Sentence (a)

Relief is now available for the amxiety many children suffer when undergoing difficut
medical procedures o facing surgery.




[image: image2.png]propernarie  object  avenf  act ohject

) i &

L] () ()

lex lex

"

sedative

Sentence ()

FDA (the U.S. Food and Drug Administration) granted marketing
clearance today to a sedative for use in children




[image: image3.png]class  an?

et naer
sass
o
(ve)
Yags  mermner
o

I
R ()

Background knowledge 01

TFEDA grants that people use something %, then x must be cither food or drug

(x) [Agent_act_object (FDA, Grant, Agent_act_object (human_being, use, x))
> (Member_class (x, Food) or Mermber_class (x, drug))]

M29 - M38 (2 M28)
V1,86
Lex: human-being, drug, food




[image: image4.png]supertlass  subclass

Background knowledge 02 Chid is human-being
Subclass_superclass (child, human-being)

membar

forall

forall

class

sbelass  superclass

Background knowledge 03
If w2 is a member of v3 and v3 is a subclass of v4, then v2 is a member of v4.

(v2){v3)(v4) [(Member_class (v2,v3) & Subclass_superclass (v2, v3))
> Mermber_class (v2, v4)]




[image: image5.png]act

subglass superclass agert

abject

Background knowledge 04

IF agent v6 performs an action v7 and v is an object of the action, and we kaow that v5
is a subclass of v6, then we can say that v5 performs an action v7 and v is an object of 7.
Expressed In first order logic

(v5)(VB)(7)(v8) [(agent_act_object (v6, v7, v8) & subclass_superclass (v5, v6))
~-> agent_act_object (v5, 7, v8)}

Why we need this background knowledge

If we know that children use sedative and that child is a subclass of
human-being, then we know that human-beings use sedative




[image: image6.png]Goal-1: Member_class (sedative, food) or Member_class (sedative, drug)

Sedative is food or drug.

Based on sentence 2 and background knowledge 1, 2, and 4, we can get this knowledge
1. Agent_act_object (FDA, Grant, Agent_act_object {Child, use, sedative)) - sertence 2

2. Subclass_superclass (child, human-being) - Background knowledge 2

3. (VS)(v6)(v7)(v8) [{agent_act_object (v6, v7, v8) & subclass_superclass (v5, v6))
> agent_act_object (v5, 7, v8)} - background knowedge 4

4. Agent_act_object (FDA, Grant, Agent_act_object ( Human_being, use, sedative))
-from 1,2,3

5. (x) [Agent_act_object (FDA, Grant, Agent_act_object (human_being, use, x})
> (Mermber_class (x, Food) or Member_class (x, drug))] - background knowledge 1

6. Member_class (sedative, food) or Member_class (sedative, drug) o F I+

[, — 0! i, O

arg) arg
clasé member  member class

lex lex| lex|




[image: image7.png]cg ant
class member  agent” act  object agent act object
lex| lex| Tex lex| lex| lex|
[medication ] [versed] [ealm ]  [chilg | [Wnderdo] [bone-marow

aspiration

Sentence (c)
The medication, Versed, can be used to calm (and sedate) children who
st undergo procedures such as bone-marrow aspiration (or spinal tap)

clads  menper

Tex lex|
dificult- bone-marow
medical- aspiration
procedure

Background knowledge 05

Bone-marrow aspiration s a difficult medical procedure
Mermber_class (bone-marrow aspiration, difficultmedical-procedure)




[image: image8.png]=

equiv edur

2

agent agenf act object  member  class

© Yo
object
lex|
lex|

object

(Ges) g
lex|

That something B calms humna-being is equivalent to that B7 relieves the emotion,

which is suffered by human-being

Background knowledge 06

member  class
lex] lex|
anxiety emotion

Background Knowledge 07
Amdety is an emotion.  Member_class (aniety, emotion)

M63 - MB9
B7-B8




Goal-2: Versed relieves anxiety that children suffer when the children undergo a difficult-medical procedure.
Based on 

background knowledge 06 (that something calms human-being is equivalent to that

 


        something relieves human-being’s emotion)  and 

background knowledge 02 (child is subclass of human-being),

we have,

(1) That something calms children is that something relieves children’s emotion.

From (1), sentence-(c) (versed calms children who undergo bone-marrow aspiration) and background knowledge 07 (anxiety is an emotion),

We have,

(2) Versed relieves anxiety that children suffer when the children undergo bone-marrow aspiration.

From (2) and background knowledge 05 (bone-marrow aspiration is a difficult-medical-procedure), we can get,

(3) Versed relieves anxiety that children suffer when the children undergo a difficult-medical procedure.

Q.E.D.
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After adding sentence-(f) and sentence-(g), B2 in sentence-(a) is totally matched by node M55. This means that B2 is versed. Based on this information, this developing network has the knowledge:

Versed can relieve the anxiety many children suffer when undergoing difficult medical procedures or facing surgery. 

This kind of ‘matching’ needs another background knowledge or a logical reasoning rule. Since it is a complicated one and not directly relevant to this project, I decide not to discuss it here. 
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Goal-3: Sedative is likely to be a drug. 

Based on sentence-(o) (versed is an important drug) and background knowledge 08 (An important drug is a drug), we have,

(1) Versed is a drug.

From (1), sentence-(q) (versed is a sedative), background knowledge 09, and the knowledge we got in goal-1 (sedative is drug or food), we have,  

(2) Sedative is likely to be a drug. 

This knowledge can be represented as follows:
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Here, we get the knowledge that sedative can alleviate anxiety. 

If adding the following background knowledge 10, 
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we have the knowledge that sedative can relieve anxiety.




        Agent_act_object (sedative, relieve, anxiety)
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From this information got from sentence-(r), this network can obtain the knowledge that sedative causes sedation. The exact knowledge that the network got is “when children use sedative, they have the property of sedation.” We need other trivial background knowledge or case frames to reach this goal that “sedative causes sedation.” Since the previous discussions have showed the ability for SNePS to reach this goal, in order not to make this project to be too complicated in trivial discussions, I decide to omit this similar learning process. 

This knowledge “sedative causes sedation” is helpful for the network to know more about “sedative” when it also learns something about “sedation” through the same learning process and the same texts. Thus, SNePS has built a network about the unknown word – sedative. We may interpret the network about the node (sedative) as follows:

Sedative is food or drug, but is likely to be a drug. Sedative can relieve anxiety and cause sedation. 

5. Discussions

Although the result looks very good, there are several problems worth discussing here. 

(1) The network does not exactly match the original sentences.

An obvious example to show this problem is in sentence (b). The original sentence is “FDA granted marketing clearance today to a sedative for use in children”. The network is in fact to represent “FDA grants that children use sedative.” This kind of translation is probably easier for SNePS to learn the unknown word than the exact translation in this text. This is why I translate it in this way. In order to cope with this problem, we may claim that both sentences carry very similar meanings. It does not seem to possess any big problem. But, this translation between natural language and network is supposed to be done by computer, not by human being. How can we expect a computer program that can do this “similar translation,” which results in a helpful way for learning unknown words in different texts? This ability needs a good understanding of natural language.  This ability is what we try to make the network to learn by acquiring new vocabulary. It is not a good idea to suppose that the computer has owned this ability already.

However, it does not mean that if we exactly represent the original sentence, the network will not learn new vocabulary. I believe the process of learning new words will be the same and the network can still learn new words. The only change is that the network will be much more complicated. We need much more background knowledge to get the same result. From this point of view, this problem does not really affect my goal to show the process and the ability of how SNePS learns new words from texts. Thus, this problem is not really a problem.

(2) Number, time, and probability are mentioned, but not represented here.

In the original sentences, the terms ‘many children’, ‘now’, and ‘today’ are not represented by their meanings. The background knowledge 09 mentions about ‘likely’ whose meaning is also not represented in the network. In the network, these terms are only lexicons. The meanings of time and number do not show in the network. Since the meaning of the unknown word ‘sedative’ has nothing to do with number, time, and probability, it does not affect the network to learn the unknown word. This is why I do not represent them in this network. If we try to use SNePS to represent temporal-related, numerical-related or even emotional-related words, we must have different considerations. 

(3) We build needed background knowledge in the learning process. 

This is not a good way to show the learning ability for a computational vocabulary acquisition process. Although we can claim that the network can also learn the background knowledge in the past from other texts, how can the network know which background knowledge is a suitable one for the learning situations? In this project, I decide it for the network. We use our situational knowledge to help the network to learn a new word. However, this ability is not easy to possess for a computational network. If we let a computational agent do this job by her own, some fatal problems might occur. For example, background knowledge might be in conflict with others. The computational agent has to choose proper ones by her own. This is a difficult job. We cannot expect her to posses this ability naturally. 

Another problem is to choose relevant background knowledge to process. We do not hope the computational agent infers a proposition that sedative is not a river. This information is mostly useless. If we want the computational agent to be able to deal with these sorts of problems, we need to give her more abilities in processing natural language, which does not seem an easy project. 
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