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Chapter 3

Philosophical Approaches to Explanation and Scientific Models, and Their Relations to Connectionist Cognitive Science
In the last chapter I examined the statements of some of the most influential connectionist cognitive scientists and their critics about the precise role connectionist networks are thought to play in advancing the discipline.  I found no one role is agreed on by all connectionists, and that none of the schemes put forward are terribly compelling.  Characterized very generally, there is a profound tension between, on the one hand, the desire to justify the use of connectionist networks in cognitive science by virtue of their putative similarity to neural structure and, on the other hand, the desire to maintain cognitive science's relative autonomy from neuroscience. If connectionist networks simply model neural structure then there is no real need for a separate cognitive science at all. By the same token, however, if connectionist networks do not mirror neural structure (and if nothing else in the cognitive domain has a similar structure), then what justifies their use in cognitive science? Just what do they model?

In this chapter I will examine a quite different literature in order to see if we can discover the role of connectionist networks in cognitive science -- that of the philosophy of science.  In the first part of the chapter, I critically survey a number of influential philosophical theories of scientific explanation.  For convenience, I divide these into four broad styles: 1) explanations as inferences, 2) explanations as the discovery of causes, 3) explanations as theoretical or conceptual unifications, and 4) explanations as the pragmatics of question-answering.  Each of these is viewed in light of the overarching goal of discovering what explanatory role connectionist networks might play in cognitive science.  We will find that connectionist networks do not seem, at least not unambiguously, to satisfy any of these approaches to explanation. 

In the second part of the chapter I look to several influential philosophical accounts of scientific models in order to determine whether the cognitive scientific use of connectionist networks correlates well with any of those accounts.  As will be shown, this matter is closely associated with the broader issue of realism in science -- one's answer to the question of what models are and do is strongly influenced by one's answer to the question of scientific realism.  Although each position is quite complicated in its own right, the discussion here is relatively brief because neither turns out to lend much comfort to connectionist cognitive scientists.  Connectionist networks do not adequately satisfy the demands of any of the approaches to scientific models examined, regardless of whether they emanate from the realist or antirealist camps.

Of course, it may be that all of the philosophical accounts are inadequate to the present question because they were mostly developed in the context of physics, and it may be that cognitive science simply "plays by different rules."  In the chapter after this one I will pursue this possibility in earnest, discussing the question of models from a less theoretically-driven perspective.

1. Explanation

1.1 Four Styles of Explanation in the Philosophical Literature 

Rather than examining each of the myriad approaches to scientific explanation individually, I will handle them in groups corresponding to four broad styles of explanation which I call the inferential approach, the causal approach, the unification approach, and the pragmatic approach. 
  It will be noted that I do not delve very deeply into the voluminous literatures pertaining to these four approaches to explanation.  This is not an oversight, but a conscious decision. As will be seen, although many important controversies and issues surrounding explanation have surfaced over the past half-century or so, one need not delve too deeply into these in order to discover the difficulty or "mismatch" between each kind of explanation and the virtues claimed for connectionism by its proponents in cognitive science.

One of the most influential and popular of these styles is that which views explanation as a kind of logical or statistical argument or inference from the statement of certain truths (often including natural laws) to the statement of particular facts or predictions of facts.  Carl Hempel's Deductive-Nomological (DN) scheme is the best known member of the inferential group of explanatory theories.  His later Inductive-Statistical (IS) scheme is well-known too.  Salmon's Statistical-Relevance approach to explanation is a third member of the inferential style of explanation.  Each of them hold that the crucial relation between facts in scientific explanation is a formal, logical relation of some sort, and that the act of explanation is one of making an inference, or an iterative set of inferences, via these formal relations, from one set of facts to another.

A second approach to explanation holds that merely formal arguments such as these are inadequate to the task of capturing explanation; that the relations holding between sets of entities (or facts involving entities) such that one can be regarded as explaining another must reach more fully into the ontic world itself, so to speak, rather than holding only between mere words, statements, or propositions.  A popular example of such an approach to explanation is the causal explanation. Under this scheme, it is not enough to show that one set of propositions merely implies another; one must make a statement of the actual causal links holding between the facts of the explanans and those of the explanada. Salmon (1984) provides a modern example of the causal approach to explanation.

A third theory of explanation says that it is a process of incorporating facts into more general patterns or theories believed to be true of the wider world (e.g., Friedman, 1974).  For example, explaining the revolution of the planets around the sun as being but a particular instance of general gravitational phenomena that hold of all objects would be a relevant example. This approach, thus, puts a premium on the unification of scientific theories and explanations.  It is not crucially important that the explanans logically or statistically imply the explananda as in the inferential approach (though they may), nor is it critical that the explanation "grab hold" of the physical relations involved as in the causal approach (though again, they may).  What is primarily at issue is that each phenomenon be seen as a special instance of a broader, more encompassing regularity.

A fourth style of explanation is the pragmatic approach.  Pragmatists, such as Bromberger (1962, 1966), Achinstein (1983), and Van Fraassen (1980) believe that explanation is not a relationship simply between a particular theory and a set of facts, but that it includes a third term as well -- the explanatory context.  Different aspects of this context are emphasized by different pragmatists, but the kinds of things to be considered are the state of knowledge of the person to whom the explanation is being offered (e.g., child, adult, scientist), the particular aspect of the fact being explained (e.g., "why did the red pipe explode?" as opposed to "why did the red pipe explode?"), and the general interpersonal context (e.g., classroom, lab, street, party).  Even more important, for pragmatists the ultimate measure of whether the explanation has been successful is not that some logical relation holds between the theory and the facts, but rather whether the person to whom the explanation is being offered achieves some kind of understanding through it. In addition, for at least the most influential of the pragmatists, Van Fraassen, explanation is not the primary aim of science, but a secondary goal of those involved in it.  For Van Fraasssen, the primary aim of science is to achieve empirical adequacy, whether or not this leads to understanding of some sort.

I now examine each of these approaches in more detail. Because I assume them to be familiar to the reader, rather than describing each in great detail, I pay more attention to the possible application of each to connectionist cognitive science.

1.2. The Inferential Approach & Connectionist Research

As is well known, Hempel's DN approach to explanation requires a universal law statement, such as "All ravens are black" and a particular observation statement corresponding to the antecedent within the universal
 such as "x is a raven." Then one can predict the particular observation statement, "x is black."  If true, the explanation of the predicted observation is the argument of which it is the deductive conclusion. 

Even leaving aside the well-documented difficulties with the DN approach to scientific explanation, it is difficult to see how connectionist cognitive research could be fit into the DN scheme.  The output from a connectionist network is a deductive (mathematical) consequence of the input, given that the network has a certain structure, but one could hardly regard the network itself as being a "covering law" in the sense intended by Hempel.  One might be tempted to try something like, "For any network with architecture A, and with connection weights W, an input vector I will result in an output vector O," but it is important to note that there is no mention of cognition here at all.  It is undoubtedly true that, given A and W, an input of I will result in an output of O¸ but that isn't a scientific prediction at all -- it is an analytic result of the mathematical structure of the network.  What we need, instead, if we were to follow the DN scheme, is a covering law that explicitly invokes cognition, e.g., "All thoughts of type T1 give rise to thoughts of type T2," or some such.  To use the deductive structure of the network to explain natural cognitive activity is to simply presume the answer to the central question: does natural cognition operate in a manner relevantly similar to the operation of a connectionist network?

It has been suggested to me that this problem can be easily solved, however, with "bridge principles" which were an orthodox part of DN equipment. In other words, all we need is an interpretive "bridge" between the connectionist level of explanation and the cognitive level. First, allow me to quote Carl Hempel on the character of bridge principles:

[They] indicate how the processes envisaged by the theory are related to empirical phenomena with which we are already acquainted, and which the theory may then explain, predict, or retrodict. 

In the kinetic theory of gasses … the bridge principles connect certain aspects of the "microphenomena" [at the molecular level] with the corresponding "marcroscopic" features of the gas. (Hempel, 1966, pp. 72-73)

In short, we only need to "bridge" between the connectionist "microphenomena" and the cognitive "macrophenomena" in much the same way that we bridge between the molecular explanation of gasses and explanations that invoke, e.g., the concept of gas pressure. 

This would be true if the activity of the connectionist network were empirical in the way that molecular activity is. By contrast, however, the connectionist network is a formal system (implemented on a computer, but still every bit as formal as F=ma). The network only becomes a candidate for "bridging" if it is claimed to represent some aspect of the real world.  Of course, if connectionists openly stipulated that connectionist networks represented neural structure, then there would be little problem. As we have seen, however, many connectionists are wary of openly making a clear claim to this effect and, as we shall see in a later chapter, even if they did, there are more important difficulties to be overcome.  
Smolensky, as mentioned in the last chapter, however, has argued that symbolic descriptions of especially higher cognitive processes (e.g., language) can be regarded as being explanatory,
 even though the causal story is given only at the connectionist level of analysis. When asked (personal communication, July 1994) what gives symbolic accounts their explanatory power, he replied that he thought of explanations as arguments.  Hempel's account was not explicitly mentioned, but certainly the idea of the explanatory relation being at root an inferential argument is at its core.  But this leads us into some difficult territory. Assuming we are not nervous about the coherence of causal accounts (which was, historically, one of the driving forces behind the development of the inferential approach), and we believe we have got the causal story behind cognition at the connectionist level of analysis, why would we the need an inferential account at a higher level of analysis? What purpose could it serve?  Usually causal accounts are taken to be explanatory in themselves, but Smolensky seems to be making some sort of distinction between causal and explanatory accounts that, while not being completely clear, appears to imply that the causal connectionist story is, in some sense, not explanatory. But if the causal account were not explanatory, then what would be the point of having it? My best guess is that Smolensky thinks of explanations as having to be "intellectually satisfying" in some sense and, recognizing that most people find the connectionist description of the causal generation of cognition somehow lacking, despite capturing the complete causal story, believes that the symbolic account, though approximate, satisfies the intellectual needs of the average (i.e., "folk") listener in ways that the connectionist story fails to. That is, he takes the term "explanation" to have an irreducibly psychological component.  This is an element of the pragmatic account of explanation, discussed later in this chapter.

To return to the philosophical literature, the inferential approach did not end with the DN approach. Hempel later extended his explanatory repertoire in order to capture probabilistic results with the IS approach.  According to IS, the relation between the premises and the conclusion need not be deductively certain, but only highly probable.  For instance, every time one is exposed to the virus V, one does not contract the disease D, but exposure to V may make D highly probable. Thus, a certain person's contracting D is explained by their having been exposed to V, even though there isn't a perfect relation between the two.  This liberalization of the Hempelian framework, however, fails to help the connectionist researcher make clear the explanatory relation presumed to exist between connectionist networks and natural cognition.  The problem, as with the DN case, remains the establishing of a link between the activity of the network and the activity of the natural cognitive system itself.

In response to various problems with the IS approach, Salmon attempted to liberalize the Hempelian framework even further with his SR model.  Here, the only relation that need exist between the premises and conclusion of an explanatory argument is an increase in the probability of the event described by the conclusion, even if both the prior probability and that conditionalized upon the explanation are low.
 For instance, there may only be a 20% chance of a given person developing disease D given exposure to virus V, but if the chance of contracting D in the absence of such exposure is only 2%, then surely the exposure explains, at least partially, why the person contracted D.
  Here again, however, there is no obvious help for the connectionist attempting to clarify the explanatory relation between the network and the natural cognitive process. The problem is not the level of probability required, but the establishment of a relationship of an appropriate kind between the network and the cognitive process.

1.3. The Causal Approach and Connectionist Research

The second of the four styles of explanation mentioned at the start of this section is the causal approach. Salmon himself ultimately abandoned the inferential style for one grounded in causation.  The main reason was that there seem to be many formal arguments that can logically get one from a universal and particular premise to a particular conclusion without providing what appears, pre-theoretically, to be a legitimate explanation.  Another way of putting this is that there are many universal statements that are not scientific laws, and only those that instantiate scientific laws seem to provide the explanatory force required.  So, to use an example made famous by Nelson Goodman, it may be true that all the coins in my pocket are pennies (a universal), but this doesn't explain why any one of them is a penny (a particular).

Universals that contain casual connections, even implicitly, between the antecedent and the consequent, however, seem to have the sought-for explanatory force.  There is something about being a raven -- something causal (e.g., something in the details of its genetic structure?) -- that makes ravens black.   

Tempting as it might be, however, to argue that explanations are just accounts that relay relevant causal information, most philosophers of science denied or otherwise avoided this conclusion for the better part of the 20th century.  First, there were well-known exceptions in which accounts appear to be explanatory without being causal (at least directly). Second, and more significant, is the fact that the explication of causation itself has posed serious difficulties for philosophers, especially those who have been committed to the view that scientific discourse should be wholly or at least largely empirical.  As was famously noted by Hume (1739-1740/1978), we never actually observe a causal relation directly -- we just observe "a constant union betwixt the cause and the effect" (p. 173). 

During the last quarter of the 20th century the effective banishment of causation from acceptable philosophical discourse over much of the previous century began to lift as various philosophers attempted to develop an adequate account.  Some (e.g., Harré & Madden, 1975; Wright, 1976) have attempted to evade Hume's critique.  Some (e.g.,  Lewis, 1973; Mackie, 1974) have re-introduced modal considerations into the explication of cause as the only possible solution. Still others (e.g., Salmon, 1984) have tried to develop adequate accounts of cause that abide by the problems Hume identified. It is not necessary to review the contemporary philosophy of causation here (see, e.g., Sosa & Tooley, 1993, for an excellent collection) because, in general, whatever one's position on causation happens to be, the corresponding account of explanation is typically that an explanation is an account that employs causal relations as they are conceived under that particular theory. Moreover, it is clear from the numerous invocations of causation by connectionists that they do not have any highly developed theory of causation in any case. They typically use the term in a relatively "common sense" manner to refer the fundamental aspects of a system that are "real," that "drive" it (Smolensky, 1991/1995, p. 190) or "govern" its "internal mechanism"  (Smolensky, 1995a, p. 225).

Recall from the last chapter, Smolensky's view is that the symbolic level of description has a certain sort of approximate explanatory reality, but that the connectionist level is where the real causal story of cognition is told. A potentially serious problem lurks in the background here, however.  Paradigmatically, at least, causal accounts involve concrete, physical objects, such as billiard balls and automobiles.  As we have seen, however, it is not at all clear that the units of connectionist networks are concrete objects. They are but theoretical elements of a new abstract level of analysis that resides somewhere between the neurological and the symbolic levels of analysis (Smolensky, 1995a).  It is not at all obvious that they map on to anything concrete or physical having to do with cognition.  Again, of course, the problem would be solved if connectionists agreed that units are the theoretical counterparts of neurons (or assemblies of neurons), but (again, as we have seen) there has been a reluctance to assert that particular identity.  First, for some it would make connectionist explanation neurological rather than psychological in character. This might not be an issue, but some of the most important cognitive connectionists have specifically stated that this is not their intent (e.g., Rumelhart & McClelland). Second, it would force connectionists to reduce the discrepancies that currently exist between the properties of theoretical the units they employ in their networks and the known properties of real neurons and neural interactions.  A detailed account figures in the next chapter, but suffice it to say that even some prominent connectionists doubt that the networks would continue to be as empirically accurate as they now are if such adjustments were made (Churchland, 1990).  

Now one might well argue that even if causal relations paradigmatically involve concrete physical objects, certainly this is not a requirement of causal relations. There are many apparently unobjectionable uses of the term "cause" that do not involve objects of this kind. For instance, I might say that a certain car accident was caused (in part) by poor driving skills. Whatever ontological status driving skills might have, few would claim them to be concrete physical objects. Nevertheless, it seems unobjectionable to impute to them causal powers in a situation such as this.  Might not the same be said of a network's nodes and connections?  I would argue that there is an important difference here.  While the exact ontological status of driving skills may be a matter of some debate, the bare fact of their existence is not (except perhaps under an extremely reductionist view of the world, which would likely rule out nodes and connections as well).  That is to say, the reality of driving skills is well-established, or at least, to borrow Nelson Goodman's (1954) term, well-entrenched.
  The nodes and connections of connectionist networks are neither.  We have little idea of what they map on to in the "real world," and they have no counterpart in the entrenched ontological vocabulary of the culture.  Thus, without some obvious candidate on to which nodes and connections can be mapped, the prospect of  making plausible causal claims with them seems a dicey proposition at best.

The upshot here is that connectionism seems to be caught on the horns of a dilemma. If connectionists want the explanation of cognition they provide to be causal in nature then they are committed to identifying connectionist units with concrete objects of some kind.  They fear, however, that the results of asserting such an identification between connectionist units and the most obvious candidate object -- neurons -- would actually decrease the plausibility of the theory as a whole because the mapping between the units typically used and neurons is currently only superficial.

1.4 The Unification Approach and Connectionist Research

Some philosophers of science have argued that explanation comes not merely from providing an argument in which the phenomenon in question figures as the conclusion, nor by simply identifying causes that lead to the phenomenon in question, but rather by showing that the phenomenon can be embedded in a larger theoretical framework that accounts not only for the phenomenon in question, but for a broad array of other phenomena, particularly an array of phenomena that, at least superficially, did not seem to be particularly similar (e.g., Friedman, 1974).  One of the classic examples is the reduction of the Boyle-Charles gas law into the theory of kinetic energy.  The theory of statistical mechanics is said to explain the phenomena described by the gas law, showing us how it is the expected result of the motion of the molecules of which the gas is composed.  In doing so, it connects the behavior of gasses with a much wider world of other kinetic phenomena, unifying all of those phenomena under a single account.

As mentioned in the previous chapter, some connectionists have intimated that their approach provides a unified approach to different areas of cognitive science that were previously explained in disparate ways. If ultimately successful, the connectionist approach might indeed do this, but at this point in time such a claim can only be regarded as a promissory note.  The main problems with the claim are two-fold.  On the one hand, there are many cognitive phenomena connectionism doesn't (yet) account for as well as the traditional symbolic approach -- grammar being the most glaring example (e.g., Elman, 1992; Christiansen, Chater, & Seidenberg, 1999). Chomsky's universal grammar captures far more grammatical phenomena far more elegantly than any of the various connectionist attempts that have been made. On the other hand, the connectionist approach is by no means an overarching theory of the power and specificity of, say, the theory of kinetic energy.  Indeed, one might argue that it amounts to little more than a collection of computing styles that share only a "family resemblance" to each other.  Ultimately, they have in common only that many simple computing units are connected together in a massively parallel fashion in order to compute functions that are far more complex than any one of them, or any small set of them, could compute.  There is no overarching, rigorously specified "theory of connectionist cognition" of which they are all examples.  As such, although one can see how connectionism might unify large portions of cognitive science in the future, the claim that it has already done so, or that inevitably will do so, is at present highly premature. 

1.5 The Pragmatic Approach and Connectionist Research

Several philosophers have argued that there is an irreducibly pragmatic aspect to explanation.  The pragmatic approach to explanation began with Braithwaite’s (1953, p. 316) seemingly idle comment that "any proper answer to a 'Why?' question may be said to be an explanation of a sort."  It was Bromberger (1962, 1966), however, who first deeply explored the pragmatics of explanation.  For pragmatists, theories do not in themselves explain anything.  Only speakers can explain, and they do so by using theories.  Thus, rather than describing the features of explanatory arguments, as had Hempel, Bromberger concentrated on the kind of relation that must hold between two speakers and some account in order for one to be said to explain something to the other. 

Probably the most influential advocate of pragmatic theory of explanation now is Bas Van Fraassen (1980, chapter 5; but see also Achinstein, 1983).  Van Fraassen argues, like his pragmatist predecessors, that an explanation is a response to a why-question. Such a question, he says, is determined by three factors: the topic of the question (Pk), the contrast-class (X={P1,…, Pk,…}), and the relevance relation (R). Let us stop for a moment to elucidate each of these terms. A question, says Van Fraassen is an abstract entity that is expressed by an interrogative sentence (just like a proposition is said to be expressed by a declarative sentence) (Van Fraassen, 1980, pp. 137-138).  The topic P of a question is expressed by the declarative sentence corresponding to the interrogative that expresses the question, For instance, if the question is "Why is this conductor warped?", the topic is "This conductor is warped." (Van Fraassen, 1980, p. 141). The contrast class X is a set of propositions including that topic, that are not true, but are systematically related to, and specify what would be considered a proper answer to the question.  For instance, the contrast class to "Why is this conductor warped?" might include "This conductor is undamaged," in which case an appropriate answer would give reasons for (perhaps causes of) the warping. Alternatively the contrast class might include "That other (rather than this) conductor is warped," in which case the fact of the warping is "held constant," so to speak, and reasons are given for which conductor warped. Finally, the relevance relation R specifies the sorts of facts presumed or factors invoked by the answer.  According to Van Fraassen, a relevant answer A to question Q=<Pk, X, R> is a proposition that "bears relation R to the couple <Pk, X>," or to give it a general form: 
Pk in contrast to (the rest of) X because A. (Van Fraassen, 1980, p. 143).

Of course, as many critics have pointed out, so general a framework for explanation allows the intrusion of all kinds of relationships -- e.g., "the boy fell ill because a witch cast a spell on him" -- but this does not worry Van Fraassen because the framework he proposes is not for scientific explanation, but for explanation generally.  A scientific explanation alone, according to Van Fraassen is no different in principle from any other kind of explanation, except that it relies on scientific theory.
 

Van Fraassen concludes that the modern philosophical literature on explanation "went wrong at the very beginning, when it was conceived of as a relationship like description: a relationship between theory and fact.  Really it is a three-term relationship between theory, fact, and context" (p. 156 ).  The information given in explanation is exactly the same as that given in description.  What makes it an explanation is not something having to do with the nature of the theory itself -- being law-like, causal, or somesuch.  It is rather a matter of the context in which it is uttered.  Given even a single topic, in one context a given sentence might be explanatory (because of the contrast class invoked by the question), and in another context it might not be.

Might Van Fraassen's pragmatic theory of explanation make sense of Smolensky's claim that the symbolic level of cognitive description is explanatory but not causal? On the one hand it leaves open the question of what the explanatory relation is, which is precisely the difficulty Smolensky faces when he claims that the symbolic level is explanatory.  On the other hand Van Fraassen says that what makes a given explanation scientific is its invocation of a scientifically acceptable relationship, and since no relationship is specified by Smolensky at all with respect to the symbolic level of description, it is impossible to tell whether it is a scientific explanation or not.  Then again, perhaps beneath the overt attempt to integrate symbolic and connectionist discourses, Smolensky really believes -- or, rather, his account actually implies, whether he believes it or not -- that the symbolic account is not to be taken as being wholly scientific; it is to be regarded instead as kind of high-quality "folk" explanation that adequately captures a relatively wide range of cognitive phenomena, but, in the end, does so only superficially and does not have the equipment to deal with the kinds of anomalies that typically occur only in cases of brain damage or under the rigors of highly-controlled experimental procedures.

Even if so, Smolensky (and other connectionists) might be faced with serious difficulties depending on how intimately Van Fraassen's theory of explanation is thought to be entangled with his broader philosophy of science.  Van Fraassen is a strongly anti-realist empiricist.  Scientific theories are acceptable only to the degree that they are empirically adequate.  The non-observable theoretical machinery of a theory is not to be believed, in principle, because it is unobservable. It is only, in Van Fraassen's vocabulary, to be "accepted" to the degree that it makes for a more empirically adequate account.

This means, of course, that the whole machinery of nodes and connections in the connectionist account of cognition is not to be believed -- it is only so much theoretical apparatus, enabling the researcher to generate a theory that captures more of the data, but it does not carry the "truth" of cognition with it.  Indeed, it is difficult to see how one could literally employ a causal idiom with respect to nodes and connections -- which is precisely what Smolensky and other connectionists do -- if it is just an abstract vocabulary with no ontological status at all. In addition, the main thrust of Van Fraassen's account of explanation is to show that it is not one of the main goals of science to provide explanations of phenomena, but rather to simply provide empirically adequate descriptions.  It is not clear that Somlensky and other connectionist would be willing to surrender the idea that connectionist models explain cognitive phenomena in favor of merely describing it (unless they also share his anti-realist metaphysical commitments). If they were, however, where would this leave them?

As we have seen, advocates of the pragmatic approach to explanation argue that explanation is not the primary aim of science.  Even if, as I have argued, their approach to explanation does not illuminate the relationship between connectionist models of cognition and instances of natural cognition, the idea that explanation is not the aspect of science on which we should be focusing our attention may be valid.  After all, connectionist networks are usually referred to by their advocates as models of cognition, not as explanations of cognition.  Interestingly, scientific models are hardly referred to at all in the philosophical literature on explanation I surveyed above.  There is, however, a large philosophical literature on scientific models as well, and while models are rarely invoked explicitly as scientific explanations (see, however, Cartwright's simulacrum theory, described below), models are undoubtedly intended to somehow "illuminate" real goings-on in the aspect of the world being modeled. I therefore turn, at this point, to the philosophical literature on scientific models to see if it can shed light on the relationship between connectionist networks and cognition where the philosophical literature on explanation has failed to do so.

2. Scientific Models

Although connectionist models are, at least in some sense, expected to give an account of cognitive processes, they do so through the use of models.  The standard literature on scientific explanation, however, makes little mention of models, as we have just seen.  So perhaps it fails to capture some important aspect of science, at least of science that is heavily reliant on models for its work.  

To avoid confusion, I will reserve the term "explanation" for use in relation to the literature explicitly about scientific explanation.  But even if models do not, technically speaking, "explain" phenomena, surely there is some sense in which they are used to "illuminate" phenomena.
  And, thus, perhaps connectionist models should be properly thought of as being attempts to illuminate aspects of cognitive phenomena. 

2.1. The Semantic Approach

Outside of the literature on scientific explanation, there is a literature within the philosophy of science that has focused on the nature and use of scientific models. It is usually called the semantic approach to, or semantic conception of, scientific theories.  It was first developed in the 1950s and 1960s in opposition to the logical positivist approach to theories, which viewed theories as being a formal language couched in first order logic, the interpretation of which would be set by correspondence rules that linked them to observable phenomena. Such observable phenomena came in two kinds: either the phenomenon corresponding to the term could be observed directly, or, in the case of a "theoretical" term, it could be operationally defined in terms of related observable phenomena (e.g., "electron" defined as the observation of a vapor trail in a cloud chamber under specific conditions).  It was thought that new observations could be predicted and explained by deducing (statements of) them from such a formal language.

The founders of the semantic approach believed the syntactic approach to be too impoverished to adequately account for actual scientific practice. Patrick Suppes (1957, 1961, 1962, 1967) argued that a far better formalization of scientific theories was to regard them as the models of a formal system.  A model, in this sense (see Tarski, 1936), is a non-linguistic entity that satisfies a defined (often axiomatic) structure.
 To take a very simple example, human parenthood can be modeled as follows.  Take A as the set of humans, L as the subset of living humans, M as the subset of male humans, and the relation P of parenthood such that xPy when x is a parent of y.

A structure U=<A, L, M, P> is a human-parent structure if and only if the following axioms are satisfied for every x, y, and z in A:

1. If xPy then not yPx
2. If x is in L then there is a unique y such that y is in M and yPx.

3. If x is in L then there is a unique z such that z is in not in M and zPx.

(Suppes 1977, p. 267)

To take a more complex, and better-known example, Suppes (1957, chap. 12), shows how Newtonian particle mechanics can be rendered as an ordered sextuple, B=<P, T, s, m, f, g> that satisfies seven basic axioms:

1. The set P is finite and non-empty. (particles)

2. The set T is an interval of real numbers. (time)

3. For p in P, sp is twice differentiable on T. (position function)

4. For p in P, m(p) is a positive real number. (mass)

5. For p and q in P and t in T, f(p, q, t) = -f(q, p, t). (equal and opposite reaction)

6 For p and q in P and t in T, s(p, t) ( f(p, q, t) = -s(q, t) ( f(q, p, t). (completion of 5)

7. For p and q in P and t in T, m(p)D2sp(t) = (q(P f(p, q, t) + g(p, t). (F=ma)

The formal model can then be mapped on to a physical model, such as the set of planets of the solar system serving as P.

This approach has a number of advantages over the syntactic approach. First, it defines the models directly, rather than attempting to define a language in which the theory can be couched: as Suppes put it, the correct tool for philosophy of science is mathematics rather than metamathematics (cited in Van Fraassen, 1972, p. 309). The semantic approach makes available to the analysis of scientific theories the rich logic of set theory rather than arbitrarily restricting it to just first order logic. Second and even more important, According to Suppes (1967, p. 62), the semantic approach frees the semantics of terms from particulars of the phenomena. At first glance, this may seem to be a disadvantage since science is supposed to be empirical grounded.  A key problem, however, with the way the way that the syntactic approach realized this empirical grounding was that any change in the ways in which observations were made -- such as a technological improvements in the equipment used -- would result in a wholly new theory (because the terms would receive whole new definitions).
 This runs contrary to common sense, which would seem to show that improvements in observational techniques allow us to study the same theory through better means.  The semantic approach, by contrast, recognizes this distinction, allowing the model of the theory to be confronted not with raw empirical data per se, but rather with a model of the data -- data that has been put through a "conceptual grinder" (Suppes, 1967, p. 62) which would appear to be a more accurate portrayal of the way actual science proceeds.  A change in the observations does not trigger a change the model of the theory; the model of the theory simply interacts with a new model of the data.  According to Suppes, there is a hierarchy of models that intervenes between the theory and the data. Ultimately, one looks for an isomorphism between the model of (a substructure of) the theory and the model of the data, but such an isomorphism is not the kind of direct deductive relation demanded by advocates of the syntactic view. It is a more subtle relation. Indeed, the interaction between the model of the theory and the model of the data is but a special case of a broader advantage of the semantic approach: different kinds of models representing different aspects of the scientific process -- not only models of the theory and of the data, but also of the experimental design, of the statistical analysis, etc. -- interact with each other in myriad ways, which is precisely the kind of diversity one sees in actual science (see Thompson, 1989, on the advantages of this particularly for evolutionary theory).  Interestingly, given the psychological focus of the present work (though infrequently cited by philosophers of science, who tend to focus on physics), Suppes applied his approach to the psychophysics of musical pitch (1957, pp. 266-270), and to behaviorist learning theory (e.g., Estes & Suppes, 1959, Suppes, 1961, 1969).  Neither ultimately had much influence, the former because it was merely an example that he never pursued further, the latter because the logical structure was largely incomprehensible to psychologists of the day and because learning theory was soon to be overtaken by the rise of cognitivism in psychology.
 

Variant strains of the semantic approach to theories were soon forthcoming.  Bas Van Fraassen (1972) and Frederick Suppe (1979) both developed versions of the semantic approach that relied more heavily on the idea of state-spaces rather than on that of the axiomatization of set-theoretic predicates.  Van Fraassen's reasons for preferring this alternative were that "Suppes' general approach … seems to represent a disengagement from a number of central problems in contemporary philosophy of science…. [namely] the debate concerning conventionality in the foundations of relativity theory…. [and] the problem of counterfactuals…" (1972, p. 311).

In the state-space approach, one chooses variables and parameters that define the space and then articulates laws that describe the structure of the system and the ways in which that system can evolve.  Viewed propositionally, an elementary statement of the theory -- i.e., one that states a certain physical magnitude has a certain value at a certain time -- is true if the system is in the state specified at the time specified (Van Fraassen, 1972, p. 312).  Under the geometrical interpretation of this view, variables can be conceived as coordinates of a space,
 and the current state of the system can be represented as a point in that space corresponding to the current values of the variables.  The laws then describe the various trajectories along which the system can evolve (Lloyd, 1988, p. 19).

Van Fraassen and Suppe differed from each other in a number of ways, but the most prominent was their divergent attitudes toward scientific realism.  Van Fraassen (1980) is anti-realist: only observable events are worthy of full-fledged belief. Theoretical terms are "accepted" only to the degree that they improve the empirical adequacy of the theory in question, but they are never be believed to be real.  Suppe's (1989, p. 23 f.) position, by contrast, is "quasi-realistic." Suppe explains the difference, first, by quoting from Van Fraassen (1980):

The idea of a literally true account has two aspects: the language is to be literally construed; and so construed, the account is true.  This divides the anitrealists into two sorts. The first sort holds that science is or aims to be true, properly (but not literally) construed. The second holds that the language of science should be literally construed, but its theories need not be true to be good. The antirealism I shall advocate belongs to the second sort. (cited in Suppe, 1989, p. 23)

Suppe then goes on to position himself relative to Van Frassen's characterization of antirealism:

…the position I defend … is an antirealism of the first sort [Van Fraassen] mentions. Theories typically are formulated in formulae or sentences that are in the indicative mood, but on my version of the Semantic Conception they are interpreted as giving a counterfactual (subjunctive) characterizations of phenomena…. Thus theories are not literally true. Further, although science can and does aim to accept theories as non-literally but counterfactually true, often theories are propounded as conceptual devices whose epistemic claims are weaker -- for example that the theory is a simplification of a promising first approximation worth pursuing and the like.


While my position thus fails to qualify as a scientific realism, instead of qualifying as an antirealism on van Fraassen's characterizations, it seems to me that the spirit of my enterprise is decidedly realistic and that what I am defending is a slightly attenuated kind of realism. Thus I call the position I defend a quasi-realism… (Suppe, 1989, p. 23).

Indeed, there are many who would describe themselves as realists simpliciter who would happily concede that our current theories and models are not literally true (or science would be at an end), but represent only our best current efforts to give true descriptions of (certain aspects of) the world. In a sense, one's degree of realism does not lie in one's success, but rather in one's aims and intentions. If one believes there is still work to be done if one has in hand an empirically adequate theory, but one that is false in detail, then one is a realist. If one does not believe there is any further work to be done at this point, then one is in agreement (at least on this point) with Van Fraassen.

Ronald Giere (1988, 1999) has also worked from within the semantic tradition to forge a realistic alternative to Van Fraassen's constructive empiricism. Giere's position, called constructive realism, abandons completely the hope of developing a formal system that provides the logical underpinnings of scientific knowledge.  Instead, Giere's stance is naturalistic.  Whereas many forms of naturalist philosophy of science fall prey to, or explicitly endorse relativism (e.g., Bloor, 1976/1991; Barnes, Bloor, & Henry, 1996), Giere argues that he can stave off relativism by grounding his naturalism in the human psychological universals putatively provided by cognitive science.  Put more plainly, if we want to know how science works, rather than attempting to divine its underlying logical structure, or giving ourselves up utterly to the vagaries of cultural diversity, we should look to the intellectual mechanisms that are common to all human minds.  Here Giere relies on the theories of cognitive scientists who believe that humans think with reference to core "prototypes" (Rosch, 1973, 1978) or idealized cognitive models (Lakoff, 1987).  Giere (1999, esp. pp. 106-115) argues that scientific models, rather than being abstract entities of set theory, are mental prototypes of simple quasi-physical, visualizable objects. In classical mechanics, such prototypes include free fall, the inclined plane, the pendulum, the spring, and circular and elliptical orbits about a point (see Figure 3.1 below). Such "basic" models are the cognitively elaborated piece by piece to introduce the complexities that one finds in the real world, such as changes in size and mass, friction, energy, etc. (see Figure 3.2 below).

Just as Giere broadens the idea of what might count as a scientific model, so he broadens the kinds of relations that models might bear to the aspects of the world they are intended to illuminate.  For earlier semantic theorists the relation was supposed to be the formal one of isomorphism -- a strict one-to-one mapping of aspects of the models onto aspects of the world.
  Giere (e.g., 1988, pp. 92-94), by contrast, weakens the required relationship to merely one of "similarity."  Of course, similarity is a term legendary for its philosophical difficulties (see, e.g., Goodman, 1970), but Giere forges on, arguing that models are, in a crucial respect, exempt from the usual problems associated with similarity. He happily admits that any two objects can be similar in infinitely many different respects, but argues that because only a finite set of properties can be represented in models, "the models themselves provide an upper limit on the respects in which similarity can be claimed"; "One cannot claim for example that a mechanical system is similar to a classical model with respect to color simply because there is nothing that represents color in any classical model" (Giere, 1988, p. 93).  Thus, similarity to the world in the respects specified by the model (and the model-user) is enough.  The stronger relation of isomorphism is, for Giere, too restrictive -- a remnant of an earlier time when we thought we could develop a logic (semantic though it may have been) of science.
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Frederick Suppe (1989, p. 3) claimed that by the late 1980s, the semantic approach was probably "the philosophical analysis of the nature of theories most widely held among philosophers of science." But Giere's innovations represented a significant turning point -- viz., a move away from the semantic approach's formal roots in set theory toward a much broader, but also less well defined, notion of the scientific model.  Stephen Downes' (1992) "deflationary semantic view" probably signaled the end of the semantic approach, per se, in favor of what might be termed a "post-semantic tradition."  Reviewing not only the work of Giere, but of others (e.g., Griesmer, 1990) who argue for a liberalization of the meaning of "model," Downes wrote that one "might be moved to claim that the semantic view is a non-view because just about anything counts as an extension to it, or an enrichment of it" (1992, p. 150). According to Downes, there no longer appears to be a special set of issues collectively called the philosophy of science: "On the deflationary view, philosophers of science form a loose confederacy for studying scientific theorizing, gathered around the common insight that model building is one of the most important components of such theorizing" (1992, p. 151). In other words, models are still considered an important feature of the scientific process, but not in the stricter senses of the term laid out initially by Suppes, and later developed by philosophers such as Van Fraassen, and Suppe.
2.2. The Semantic Approach and Connectionist Research

Having reviewed these influential attempts to describe what scientific models are and what role they play in natural science, we come to the question of whether connectionist networks function in similar ways within cognitive science. Clearly, nothing like the formal apparatus demanded by Suppes is to be found in the connectionist literature. There are no axioms of connectionist cognitive science, nor are there any theorems derived from such axioms. This is not surprising, however, considering that almost no one believes any longer that "core" branches of natural science (e.g., physics, chemistry) work according to Suppes' very strict approach.

By contrast, discussion of "state spaces" figure very prominently in the connectionist cognitive scientific literature.  This might lead one to be hopeful that connectionism works within cognitive science along the lines laid out by either Suppe or Van Fraassen for scientific models more generally.  It would appear, however, that there is a disconnect between the two usages.  As described above, in the state-space approach, one begins by choosing variables that define the space, and then conceives of these variables as coordinates of a space in which the current state of the system is represented as a single point.  So far, so good.  In connectionist cognitive science, one uses the possible values of all of the units in the network as coordinates, and then the state of the network can be represented as a single point in the space.  In the branches of natural science Suppe and Van Fraassen primarily had in mind, however, these variable-coordinates typically represent ordinary terms in the vocabulary of the science -- e.g., in physics they would be physical measurements -- such as mass and position -- and time.  Indeed, we know we are looking at a model of (some aspect of) physics precisely because the variables represented are variables that no physicist would deny are a part of the discipline.  In connectionist cognitive science, by contrast, the situation is quite different.  As discussed in the previous chapter, no one knows what the units represent in the cognitive domain.  Neurons would appear to be near the top of the list of candidates, but as we have already seen, connectionists are typically quite squeamish about saying outright that the units represent neurons.  As a result, unlike the state of affairs in physics, there is no reason internal to the model to believe that a particular connectionist network models cognition.  The dimensions in the state space are labeled simply Unit1, Unit2, Unit3, etc.  There is nothing cognitive about them in the way that concepts such as mass, position, and time are intimately related with physics.
Indeed, this problem, perhaps unexpectedly, ties in with the debate over whether empirical adequacy is a sufficient measure of a theory's acceptability.  Consider: connectionist networks are such powerful computing machines that they can make fairly reasonable predictions in a wide range of domains.  They are used to model not only cognition and behavior, but also weather, the economy, potential political strife, and any number of other complex systems in which there are multiple soft constraints.  There is no principled way of distinguishing among networks that could be used for these various purposes.  It is indeed possible that one and the same network could be used to model cognitive activity at one moment and then retrained to model weather at another.  So it would seem that the criterion of empirical adequacy suffers from the following general drawback:  Imagine a connectionist network powerful enough to model both (some aspect of) cognition and (some aspect of) the weather.  It gets correct the "answers" to the psychological and meteorological questions put to it. But what does it really tell us about cognition?  It is impossible to say.  It may embody, in some undefined sense, some of the principles on which cognition is based.  On the other hand, it may operate by means utterly alien to the cognitive domain, but simply be so powerful from a computational perspective that it is still able to capture the correct functional (input-output) relations.  We just do not know. And so the same goes for a network that has been trained up solely on cognitive problems.  We simply cannot tell which aspects of its structure give us insight in to natural cognition and which are just functions of the network's sheer computing power, having little to do with anything specifically cognitive in nature.

This does not arise in the discipline that Van Fraassen had in mind when developing his position -- physics -- because the coordinates represent variables clearly within the physical domain.  In connectionist cognitive science, however, the problem looms very large because the vocabulary of Unit1, Unit2, etc. does not link up in any obvious way with the vocabulary of cognition.  Such linkages would have to be made clear by the scientist using the model.  But as we have seen, the nature of these linkages is typically anything but clear in cognitive science.  Ambiguity and ambivalence seem to rule the roost.

Giere, by contrast, concentrates his efforts on visual models such as pendula in which only a finite number of relevant properties are specified.  These basic models serve as cognitive prototypes that can be elaborated upon in order to model situations that approximate the complexity of the real world more completely.  One might be tempted to argue here that connectionist units are cognitive prototypes of neurons.  They are, of course, greatly simplified or idealized, but this is the case with most scientific models.  The absent complexities can presumably be "added back" (McMullin, 1985) as the models become more richly elaborated.  There are some difficulties with this interpretation, however. First, the neuron is hardly a "medium-sized" object of everyday experience like a pendulum, about which we are likely to have prototypical cognitive models.  Second, as it turns out, adding back the complexities of neural activity bit by bit can actually make the connectionist unit a worse model of the neuron rather than a better one.  Demonstrating this will be part of the burden of the next chapter.  Third, it is not clear that the very cognitive theory Giere assumes in developing his naturalistic account of science is consistent with the connectionist account of cognitive science which is being evaluated here.  In short, Giere's account of science can only be correct if the Rosch-inspired cognitive theory he has adopted is as well.  If not, it is based upon a kind of false naturalism.  And, conversely, the connectionist account of cognition could only be correct under Giere's account of science if it can be made to render the kinds of prototypes Giere believes to underlie scientific modeling.  The solution to this conundrum is not clear at present.  Some connectionists (e.g., Rumelhart, Smolensky, McClelland, & Hinton, 1986) have attempted to show that cognitive "schemata" (a close relative of prototypes) are explicable via connectionist models. On the surface, however, the models of the kind Giere employs would appear to be closely akin to symbolic models, the parts and properties of which can be "mixed and matched" in a manner that distributed connectionist representations would have difficulty accounting for without risking a slide into Fodor and Pylyshyn's implementationalism.

2.3. The Post-Semantic Tradition
At the end of Section 2.1, I coined the phrase "post-semantic tradition" to describe philosophers of science who believe that developing at an adequate account of the nature and role(s) of models is a crucially important part of an adequate overall theory of science, but who no longer believe that the kinds of formalisms entertained by those who first developed the semantic approach to science are the appropriate tools to use. Although there are many people who would fit this description, I will focus on one figure in particular here -- Nancy Cartwright -- not only because she has developed a highly influential account of scientific models, but also because she is one of the few to apply her account of models directly to the question of scientific explanation.

In How the Laws of Physics Lie (1983) Cartwright adopted a strongly antirealist position with respect to scientific laws.  Even so basic a law as that of universal gravitation does not, according to Cartwright, accurately describe reality. "It is not true that for any two bodies the force between them is given by the law of gravitation," she wrote. "Some bodies are charged bodies, and the force between them is not Gmm'/r2. Rather it is some resultant of this force with the electric force [Coulomb's Law]" (p. 57).  She later continued, "The two laws are not true; worse, they are not even approximately true.  In the interaction between the electrons and the protons of an atom, for example, the Coulomb effect swamps the gravitational one, and the force that actually occurs is very different from that described by the law of gravity" (p. 57).  Despite believing that scientific laws do not state truths, Cartwright believes strongly in the reality of causes.  Her main argument for this claim was that one often sees in science a "redundancy of theoretical treatment, but not of causal account" (p. 76).   As her primary example she took the spectrographic line broadening that is associated with quantum damping.  After quoting Louisell's (1973, p. 285) treatment of the topic, Cartwright wrote, "This account is universally agreed upon.  Damping, and its associated line broadening, are brought about by the emission and absorption of real photons.  Here we have a causal story; but not a mathematical treatment" (p. 79).  By contrast, Cartwright argued that there are at least six different mathematical treatments of the same phenomenon (Agarwal, 1974). Cartwight noted that each of these approaches apply to different circumstances -- "they complement rather than compete" (p. 81) -- but this means that no one of them could be reasonably claimed to be generally true of the phenomenon in question.  Only the causal story, non-mathematical as it may be, garners the unanimity of support required for such a claim to be reasonable. 

Cartwright's position is particularly significant in the present discussion because of the explicit attention she pays to the nature and use of models in her account of scientific explanation -- the "simulacrum account" (1983, chap. 8).
  In Section 1,
 she distinguished between two uses of the term "realistic" in physics.  One has to do with the relationship between a given model and the physical domain to which it is supposed to correspond.  She says, "The model is realistic if it presents an accurate picture of the situation modeled: it describes the real constituents of the system -- the substances and fields that make it up -- and ascribes to them characteristics and relations that actually obtain" (p. 149).  Her second kind of realistic model is one in which each factor in the theoretical (typically mathematical) principle being modeled is handled in a plausible way by the model, as opposed to being "black-boxed" in order to make things "come out right."  Cartwright writes of this kind of realism: "A fundamental theory must supply a criterion for what is to count as explanatory.  Relative to that criterion the model is realistic if it explains the mathematical representation" (p. 150).  Cartwright's example can serve to clarify this somewhat.  She refers to the block diagram that serves as Louisell's (1973) model of the activity of a laser (see Figure 3.3).

It is known that the walls of the laser's housing will damp the laser, but Louisell's model makes no mention of that; it contains, rather, simply a box labeled "damping."  Lousiell's basic equation for lasing also contains a term to account for damping, but the "damping box" in the diagram is not a plausible way of realizing it in the model.  It "gets the job done" by including some sort of representation of the damping, but it is not "realistic" in the second of Cartwright's two ways of interpreting the term.
  As Cartwright herself puts it "The reservoir terms…. give rise to the right solutions, but no concrete mechanisms are supplied in the model to explain them" (p. 150).
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Let us see if connectionist models of cognition are "realistic" in either of these senses.  First, do they "describe the real constituents of the system?"  One cannot tell because one does not know which constituents they are supposed to describe.  As explained above, connectionists deny that they describe the activity of propositional attitudes or their supposed constituents, and most connectionists are ambivalent about mapping them directly on to the neural structures of the brain.  Therefore the answer would seem to be that they are not realistic in the Cartwright's first sense.  Are they "realistic," then, in the second sense?  Again, one cannot really tell because it is not at all clear what, if anything, the "fundamental mathematical principle" of connectionist cognitive science is.  As a result, one cannot tell if "concrete mechanisms are supplied in the model to explain them" or not.

Cartwright offers, however, what she characterizes as an "anti-realistic" alternative -- the "simulacrum account" of explanation:

A model is a work of fiction.  Some properties ascribed to objects in the model will be genuine properties of the objects modelled, but others will be merely properties of convenience….  Some of the properties and relations in a model will be real properties in the sense that other objects in other situations might genuinely have them. But they are introduced into this model as a convenience, to bring the objects modelled into the range of the mathematical theory…. It would be a mistake to think [of these] entirely in terms of idealizations -- of properties which we can conceive as limiting cases, to which we can approach closer and closer in reality. For some properties are not even approached in reality. They are pure fictions. (p. 153)

So, does Cartwright's anti-realist simulacrum model salvage the hopes of the connectionist?  I am inclined to think not.  To be sure, she wants to leave plenty of room for the presence of "unreal" terms and entities in scientific models.  Her examples include probability distributions in classical statistical mechanics and the medium that Maxwell assumed when modeling the activity of the radiometer.  By the same token, however, she seems adamant that at least some of the properties of the model will be "real" as well.  She writes, "some claims of the theory must be literally descriptive … if the theory is to be brought to bear on the phenomena" (1983, p. 78).  If not, how could one even tell whether or not a particular model actually models the thing being modeled (so to speak)?

On the other hand, Cartwright (1981/1991) is a realist about causal relations, and many connectionists, most notably Smolensky, have argued that it is precisely causal relations into which connectionist models give insight.   As discussed above in connection with Smolensky's position, however, it is hard to see how connectionists can profess to be realists about causes unless they explicitly connect the constituents of connectionist networks to some particular aspect of the physical world (such as neurons) that can enter into causal relations.*

Cartwright moderated her strong stand against realism about laws in later years.  In her 1999 book, The Dappled World, she said that in 1983 she had been "deluded about the enemy" (p. 23).  The laws of physics are true after all, but only in the highly constrained environment of the laboratory.  She called her new position "local realism."  The enemy, after all, was not realism about physical law, but "fundamentalism." She wrote: 

There is a tendency to think that all facts must belong to one grand scheme, and moreover that this is a scheme in which the facts [that are legitimately regimented into theoretical schemes] have a special privileged status.  They are exemplary of the way nature is supposed to work.  The others must be made to conform to them. This the kind of fundamentalist doctrine that I think we must resist. (1999, p. 25).

This softening of her position, however, should give no comfort to connectionist cognitive scientists.  We are still left in the position of wondering what part of the cognitive domain is being modeled exactly, and thus, in what "local" circumstances the network could be said to be true of cognition.

3. Conclusion
The "post-semantic" philosophical literature on the nature and role of models in science grew enormously during the 1990s.
 Little would be served here, however, by a detailed survey of this extensive literature.  With respect to connectionist models of cognition, the same question continues to arise: What exactly within the cognitive domain, or an ontologically "nearby" domain (e.g., neurology), is being modeled by the nodes and connections of the network?  In each case it remains uncertain.  It might be thought reasonable to argue that the models need represent nothing in particular; that their success should be measured simply by how well the "appearances" are captured globally.  That is, perhaps the simple fact that connectionist models seem to reproduce cognitive phenomena better than previous models is all that is required in order for one to accept them, and questions about mapping of their "parts" on to "parts" of the cognitive domain are misguided.  This is an interesting possibility to be sure, but leads us away from the main aim of the present chapter, which was to see whether philosophical accounts of scientific explanations and models already "on the table" might shed some light on the use of connectionist networks in cognitive science.

It is better at this point, then, that we turn to a discussion of the use of models that is less driven by general philosophical accounts, and guided more by particular questions of what cognitive scientists are attempting to accomplish and to what degree connectionist networks, regarded as models of cognition, are able to further those specific goals.  This will be the task of the next chapter.

� Salmon (1983, chap. 4) famously taxonomizes philosophical approaches to explanation into the epistemic, modal, and ontic conceptions.  The epistemic he subdivides into three kinds -- the inferential, information-theoretic, and erotetic (pragmatic). I have no quarrel with this scheme, but it does not suit my purposes well here. 


� Of course, universals of the form "All F are G," don't have antecedents and consequents, strictly speaking. In contemporary logic, however, these kinds of statements are typically construed as universally quantified conditionals: "All F are G" is regarded as being equivalent to (x(Fx(Gx) (For all x, if x is F then x is G).


� The kind of "explanation" he has in mind is that we can explain why Clarence loves Hortense by saying that Clarence loves all blonds and Clarence believes Hortense to be blond.


� One might be tempted to argue that simple repeated success is enough at simulating typical cognitive input-output correlations with connectionist networks. As I will argue at some length below, however, this success is undermined if it applies more or less equally to a wide array of phenomena, not only inside but also outside the cognitive domain. If connectionist networks are just very powerful computers that can learn the input-output relations of weather systems and stock markets as well as those of cognitive systems, then what does the successful connectionist system of cognition tell us about cognition per se.  All we have really learned is that the patterns of relations typical of cognitive systems are simple enough to be captured by a powerful computer architecture, but by no means does that imply that natural cognitive systems themselves use that selfsame architecture. They may, for instance, use a much simpler one that can be implemented by a connectionist system (e.g., a symbolic architecture).


� Note that I have employed Bayesian terminology here (prior probability, conditionalized) even though Salmon does not consider himself to be a Bayesian. Nevertheless, the terms seem to apply well, and bring out a certain similarity between the insights of SR and those of the Bayesians.


� Cartwright (1979) presents a number of counterexamples to Salmon's SR model. Telling as they are, they need not detain us here.


� One, of course, may want to argue that cultural entrenchment is hardly enough to ground the vocabulary of what purports to be a scientific account. This may well be correct, but the point lends no assistance whatsoever to the connectionist.  It only goes to show, by contrast, how far out of the realm of discourse normally employed in causal claims the vocabulary of connectionism is; viz., it doesn't even rise to the level of being well-entrenched.


� Critics such as Kitcher and Salmon (1987) do not accept the implication that a witchcraft explanation should be regarded as an explanation at all, and have suggested that rather than having developed a pragmatic theory of explanation per se, pragmatists have only developed a theory of the pragmatic aspects of explanation.


� I have no definition for "illuminate" in this context. I simply use it as a generic term that does not carry the historical connotations of "explain."


� There are some famous examples of models, e.g., arithmetic, which can be defined without being axiomatizable. My main interest here, however, is in those which can be axiomatized.


� To be historically accurate, the logical positivists abandoned operational definitions relatively early on in favor of more flexible schemes, such as Carnap's "partial definitions." Nevertheless, none of these alternatives ultimately proved to be wholly successful and the semantic approach became the dominant one of the last third of the 20th century.


� The set-theoretic approach to the semantic conception has been adopted by Sneed (1971) and Stegmuller (1976) as well, but these versions need not detain us here.


� Classically a Cartesian space, though QM is presented in terms of a Hilbert space and statistical mechanics in terms of a phase space.


� Van Fraassen is, of course, only among a number of influential contemporary antirealists -- Lary Laudan and Arthur Fine to name but two others. Questions concerning the nature of scientific models, however, lie closer to the heart of Van Fraassen's approach than to the that of any other antirealist (except, perhaps, Nancy Cartwright, whose position is discussed at length below).


� Of course, not every aspect of either the model or the world is "in play." Aspects of the model (such as a negative mathematical result) might be excluded as just being part of the "mechanics" of the model, and thus not relevant. Similarly, aspects of the world are always excluded as being outside the idealization imposed by the model. 


� …and because it has been explicitly invoked by an advocate of connectionism (Opie, 1998) in response to precisely the kinds of concerns I have raised here. The passage running from this point to the * below is adapted from Section IV of Green (2001).


� In my copy of the chapter, this section, entitled "Bridge principles and 'realistic' models," is labeled "2" but it comes after Section 0 ("Introduction") and before another Section 2 ("The simulacrum account of explanation"), so I assume it is intended to be Section 1.


� Neither is it realistic in Cartwright's first way, but that is not at issue here.


�For an extensive collection, see Morgan & Morrison, 1999.





