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Introduction 
We are developing a system, Cassie, that defines 
unknown words from their linguistic context combined 
with background knowledge [Ehrlich & Rapaport, 1997; 
Rapaport & Ehrlich, 2000]. This work is of significance 
for cognitive  science, education, computational linguistics 
and philosophy of mind.   
    Cassie is built on SNePS, a semantic-network-based  
knowledge representation and reasoning system 
developed by Stuart C. Shapiro and the SNePS Research 
Group [1999], with facilities for parsing and generating 
English and for belief revision.  SNePS has been and is 
being used for several natural language research projects. 
 

Cassie Learns as Humans Learn 
When asked to define of a word, Cassie reports relevant 
aspects of her experience with that word. Which aspects 
are chosen depends upon the type and quantity of her 
exposure to the word, and the contexts in which it occurs, 
as well as what background knowledge she has.  
     Our algorithms for selecting information salient to a 
good definition have been drawn, in large part, from 
observation of humans with very strong verbal skills.  
These humans were asked to reason aloud as they read a 
series of passages containing an unfamiliar word, or a 
familiar word used in a new sense. It was observed that 
certain types of information were almost always regarded 
as salient, while other items would be reported when the 
preferred data was lacking, but would be dropped from 
the definition (even if still believed) once the more 
important information could be observed or inferred. 
    Though monotonic reasoning is preferred where 
possible [Ehrlich, 2004], it is at times necessary to 
withdraw or modify previously held beliefs. Therefore, 
Cassie has been given an ability to analyze her beliefs, 
and to select (from among the beliefs supporting a 
conclusion shown to be erroneous) a belief most likely to 
be at fault. Cassie then withdraws or modifies the belief 
according to pre-defined algorithm. This allows her to 
revise an incorrect definition (as opposed to the more 
typical case of an incomplete definition). 
    Cassie’s ability to define nouns, verbs, and adjectives 
has been developed and refined through work on a 
number of examples, following protocols taken from 
several readers. Current work includes the further 
development of a rudimentary discourse analysis for 

finding the effects of verbs and further development of 
case-based reasoning. 
 

Humans Learn as Cassie Learns 
Meanwhile, the algorithms we have developed and tested 
on Cassie are being used to formulate an educational 
curriculum [Rapaport & Kibby, 2002]. It is well-known 
that the majority of a person’s vocabulary is obtained 
from context, but to date there has been little in the way 
of instruction in methods of acquiring vocabulary from 
context. The explicitly formulated algorithms needed to 
allow Cassie to learn word meanings, however, provide 
what appear to be a useful set of techniques that can be 
explicitly taught to secondary school and college students. 
Investigation is ongoing into how helpful these techniques 
may be in improving reading comprehension, especially 
in reading scientific or technical materials that may 
include a variety of new terms. 
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