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ABSTRACT
We discuss a research project that develops and applies
algorithms for computational contextual vocabulary ac-
quisition (CVA): learning the meaning of unknown words
from context. We try to unify a disparate literature on
the topic of CVA from psychology, first- and second-
language acquisition, and reading science, in order to
help develop these algorithms: We use the knowledge
gained from the computational CVA system to build an
educational curriculum for enhancing students’ abilities
to use CVA strategies in their reading of science texts at
the middle-school and college undergraduate levels. The
knowledge gained from case studies of students using
our CVA techniques feeds back into further development
of our computational theory.Keywords: artificial in-
telligence, knowledge representation, reading, reasoning,
science education, vocabulary acquisition.

No doubt you have on occasion read some text con-
taining an unfamiliar word, but you were unable or un-
willing to find out from a dictionary or another person
what it meant. Nevertheless, you might, consciously or
not, have figured out a meaning for it. Suppose you didn’t,
or suppose your hypothesized meaning was wrong. If you
never see the word again, it may not matter. But, if the text
were from science, technology, engineering, or mathemat-
ics (“STEM”, as NSF likes to call these), not understand-
ing the unfamiliar term might seriously hinder your sub-
sequent understanding of the text. If you do see the word
again, you will have an opportunity to revise your hypoth-
esis about its meaning. The more times you see it, the
better your definition will become. And if your hypothe-
sis development were deliberate, rather than “incidental”,
your command of the new word would be stronger.

We are conducting a research project to (a) extend and
develop algorithms for computational contextual vocabu-
lary acquisition (CVA): learning, from context, meanings

for “hard” words (common and proper nouns, verbs, ad-
jectives, and adverbs), (b) unify a disparate literature on
CVA from psychology, first- and second-language acqui-
sition, and reading science, in order to help develop these
algorithms, and (c) use the knowledge gained from the
computational CVA system to build and evaluate an ed-
ucational curriculum for enhancing students’ abilities to
use deliberate (i.e., non-incidental) CVA strategies in their
reading of STEM texts at the middle-school and college
undergraduate levels. The knowledge gained from case
studies of students using our CVA techniques will feed
back into further development of our computational the-
ory.

It is generally agreed among CVA researchers that “in-
cidental” vocabulary acquisition does occur [18]: People
know more words than they are explicitly taught, so they
must have learned most of them as a by-product of reading
or listening. Furthermore, at least some of this incidental
acquisition was the result of conscious processes of guess-
ing, inferring, etc., the meaning of unknown words from
context.

It is also generally agreed that we don’t knowhow
readers do much of this. The psychology and first-
and second-language-learning literature suggests various
strategies [2,3,13,31,32,34]. But most are quite vague:
e.g., step 1: “look at the word itself and its surroundings
to decide on the part of speech”; step 2: “look at the im-
mediate grammar context of the word, usually within a
clause or sentence”; step 3: “look at the wider context of
the word usually beyond the level of the clause and often
over several sentences” (looking for causal, temporal, cat-
egorical information, etc.); step 4: “guess. . . the word and
check. . . that the guess is correct” [3,19]. This is hardly a
detailed algorithm that could easily be followed by a stu-
dent! (Step 4 is reminiscent of the famous Sydney Harris
cartoon showing a complicated mathematical formula, in
the middle of which occurs the phrase, “here, a miracle
occurs”.) One reason for this vagueness in the educational
literature is that it is not clear exactly how context oper-
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ates, in large part because of the lack of research on this
topic. In turn, this means there is no generally accepted
curriculum or set of strategies for teaching CVA. We need
to know more about how context operates and how we
can teach it strategically. With this knowledge, we could
more effectively help students be more aware of context
and know better how to use it.

There are also computational theories that implement
various CVA methods, which do go into much more de-
tail on how to use context to infer meaning [1,7–10,35].
But most of these assume the prior existence of a known
concept that the unknown word is to be mapped to; this
is especially the case for the large body of research on
word-sense disambiguation [11]. As linguist Ellen Prince
has suggested (in conversation), that makes the task more
like a multiple-choice quiz, whereas CVA as our system
does it is more like an essay test.

What is needed (and what we have been working on)
is ageneralmethod that (a) shows how CVAcanbe done
and (b) is explicit enough to be taught to human readers.
Such a theory is best expressed algorithmically, for then
the methods are made fully explicit and can be tested com-
putationally. Admittedly, this does not solve the problem
of how humansactuallydo CVA, though it does provide
testable ideas of how theymight do it. And it certainly
provides ideas for how theycoulddo it and, hence, how it
might be taught.

The computational aspects of our project build upon
our previous work on the development of a computa-
tional CVA theory and software agent called ‘Cassie’
[5,6,21]. Cassie consists of the SNePS semantic-network
knowledge-representation and reasoning (KRR) system
and a knowledge base (KB) of background information
representing the knowledge that a reader (e.g., Cassie)
brings to the text containing the unknown term. Cassie’s
input consists, in part, of information from the text being
read, which is parsed and incorporated directly into the
knowledge-representation (KR) formalism. Cassie’s other
input is questions asked about the material being read.
The question “What does [word] mean?” triggers a deduc-
tive search of the KB, now consisting of background in-
formation plus information from the text, all marked with
its “degree” of immunity from revision (roughly, a mea-
sure of the trustworthiness of the source of information).
Output consists of a report of Cassie’s current definition
of the word in its context, or answers to other queries.

“Hard” words might be novel (‘brachet’), familiar but
misunderstood (does ‘smite’ mean to kill by hitting hard,
or merely to hit hard?), or familiar but used in a new sense
(might “dressing” a sword mean to clothe it?). Our theory
is that the meaning of such a word (1)canbe determined
from context (including the surrounding text, grammatical
information, and the reader’s background knowledge, but

no access to a dictionary or other external source of in-
formation (including a human)), (2) can berevisedupon
further encounters, (3) “converges” to a dictionary-like
definition if enough context has been provided and there
have been enough encounters, but (4) is always subject
to further revision. Each encounter yields a definition
(a hypothesis about meaning) and provides an opportu-
nity to revise it in light of new evidence. The revision
is unsupervised: There is no (human) “trainer” and no
“error-correction” techniques. Finally, nosubject-matter-
(or “domain”)-specific antecedent background informa-
tion is required for the development and revision of the
hypothesized definition (with the exception of the word’s
part of speech). The domain-independence of our system
can make it more difficult to develop a good definition
quickly, but is intended to model the typical reader of an
arbitrary text. Clearly, the more background knowledge,
including specialized knowledge, that the reader brings
to the text, the more efficiently the unknown term can be
learned.

The technology we employ is the SNePS-2.5 KRR
system [26,27,29,30]. Each node in a SNePS network
represents a concept or mental object (possibly built of
other concepts), linked by labeled arcs. All informa-
tion, including propositions, is represented by nodes, and
propositions about propositions can be represented with-
out limit. Arcs merely form the underlying syntactic
structure of SNePS. Paths of arcs can be defined, allowing
for path-based inference, including property inheritance
within generalization hierarchies. There is a 1–1 corre-
spondence between nodes and represented concepts. This
uniqueness principle guarantees that nodes will be shared
whenever possible and that nodes represent “intensional”
objects, i.e., concepts, propositions, properties, and such
objects of thought as fictional entities non-existents, and
impossible objects [27,28]. This wide representational
ability is especially appropriate for CVA from arbitrary
texts, whose subject matter could range from factual sci-
ence to science fiction. After all, objects about which we
can think, speak, or write need not exist; this includes not
only unicorns, but possibly black holes, bosons, or other
theoretical entities of contemporary STEM.

SNePS’s inference package allows rules for both de-
ductive and default reasoning. In the presence of a con-
tradiction, the SNeBR belief-revision package allows for
the removal of one or more of the propositions from
which the contradiction was derived, as well as the con-
clusions that depended on it [15]. This mechanism is
used to revise definitions that are inconsistent with a
word’s current use. We have developed algorithms for
partially automating the identification and removal or
modification of the offending premise, based on SNeP-
SwD, a default belief-revision system that enables auto-
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matic revision [4,16]. SNePS also has an English lexi-
con, morphological analyzer/synthesizer, and a general-
ized augmented-transition-network parser-generator that,
rather than building an intermediate parse tree, translates
the input English directly into the propositional semantic-
network KR system [23,24,30].

“Cassie”, our computational CVA agent, consists
of SNePS-2.5 (including SNeBR and the parser-genera-
tor), SNePSwD, and a KB of background information.
Currently, the KB is hand-coded, because it represents
Cassie’s antecedent knowledge;how she acquired this
knowledge is irrelevant. We begin with what some might
call a “toy” KB, but each of our tests so far has included
all previous information, so the KB grows as we test more
words. Cassie’s input consists, in part, of information
from the text being read. Currently, this, too, is coded
directly in the SNePS.

We take the meaning of a word (as understood by a
cognitive agent) to be the position of that word in a highly
interconnected network of words, propositions, and other
concepts. In this (idiolectic) sense, the meaning of a word
for a cognitive agent is determined by idiosyncratic ex-
perience with it. But a word’s dictionary definition usu-
ally contains less information than that. Contextual mean-
ing as thus described includes a word’s relation to every
concept in the agent’s mind, which is too unwieldy to be
of much use. To limit the connections used to provide
the definition, we select for particularkindsof informa-
tion. Not all concepts within a given subnetwork need be
equally salient to a dictionary-style definition of a word.
In the attempt to understand and be understood, people
abstract certain conventional information about words and
accept this information as a definition.

When a new word is encountered, people begin to hy-
pothesize a definition. Applying the fundamental princi-
ple that the meaning of a term is its location in the network
of background information and story information, our al-
gorithms for hypothesizing a definition operate by deduc-
tively searching the network for information appropriate
to a dictionary-like definition (see [21] for the algorithms
themselves). We assume that our grammar has been able
to identify the unknown word as a noun or a verb. We
have developed algorithms for hypothesizing and revis-
ing meanings for nouns and verbs that are unknown, mis-
taken, or being used in a new way.

Cassie was provided with background information for
understanding the King Arthur stories [14]. In one test,
when presented with passages involving the unknown
noun ‘brachet’, Cassie was able to develop a theory that
a brachet was a dog whose function is to hunt and that
can bay and bite. (Webster’s Second[33] defines it as “a
hound that hunts by the scent”.) However, based on the
first context in which the term appeared (viz., “Right so as

they sat, there came a white hart running into the hall with
a white brachet next to him, and thirty couples of black
hounds came running after them with a great cry.”), the
initial hypothesis was merely that a brachet was a physi-
cal object that may be white.

Each time the term appeared, Cassie was asked to
define it. To do so, she deductively searched her back-
ground KB, together with the information she had read
in the narrative to that point, for information concerning
(1) direct class inclusions (especially in a basic-level cat-
egory), (2) general functions of brachets (in preference
to those of individuals), (3) the general structure of bra-
chets (if appropriate, and in preference to those of indi-
viduals), (4) acts that brachets perform (partially ordered
in terms of universality: probable actions in preference
to possible actions, actions attributed to brachets in gen-
eral in preference to actions of individuals, etc.), (5) pos-
sible ownership of brachets, (6) part/whole relationships
to other objects, (7) other properties of brachets (when
structural and functional description is possible, the less
salient “other properties” of particular brachets are not re-
ported, although we do report any properties that apply to
brachets in general), and (8) possible synonyms for ‘bra-
chet’ (based on similarity of the above attributes). Some
of these are based on psycholinguistic studies of CVA
[31,32]. In the absence of some or all of this information,
or in the presence of potentially inconsistent information
(e.g., if the text says that one brachet hunts and another
does not), Cassie either leaves certain “slots” in her defi-
nitional framework empty, or includes information about
particular brachets. Such information is filled in or re-
placed upon further encounters with the term.

To define a verb (V), we currently report its predi-
cate structure, a categorization of its arguments, and any
causal or enablement information we can find. Clearly,
our verb-definition algorithm is not as elaborate as our
noun-defining algorithm. We are endeavoring to remedy
this.

In another test, Cassie was told that ‘to smite’ meant
“to kill by hitting hard” (a mistaken belief actually held by
one of us before reading [14]). Passages in which various
characters were smitten but then continued to act triggered
SNeBR, which identified several possible “culprit” propo-
sitions in the KB to remove in order to block inconsisten-
cies. The reader then decides which belief to revise. Al-
though the decision about which proposition (representing
an incorrect definition) to withdraw and whichnewpropo-
sition (representing a revised definition) to add has been
partially automated (using SNePSwD), this remains the
one area still occasionally requiring human intervention.
Automating this is a major focus of our research.

A third case is exemplified by ‘to dress’, which Cassie
antecedently understood to mean “to put clothes on some-
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thing”. This is a well-entrenched meaning, which should
not be rejected. However, upon reading that King Arthur
“dressed” his sword, SNeBR detects an inconsistency.
Rather thanrejecting the prior definition, weadd to it.
In this case, Cassie decides that to dress iseither to put
clothes onor to prepare for battle.

It might be objected that it would be easier for the
reader simply to go to a dictionary to look up the meaning
of the unknown word. But not all words are in dictio-
naries, nor are dictionaries always readily available. In
addition, many researchers have pointed out that dictio-
nary definitions are neither always correctly understood
by readers nor are they always useful [12,17]. Further,
upwards of 90% of all the words we know are learned
from context while reading or listening [18]. There is no
intention here of demeaning the value of the dictionary,
but it is simply not the case that all or most new words are
learned by consulting one. This view is not compatible
with the research on vocabulary acquisition between ages
0 and 18; the dictionary simply is not the major source of
learning word meanings in elementary, middle, and high
schools. Our intent, speaking broadly, is to find ways to
facilitate students’ natural CVA by developing a more rig-
orous theory of how context operates and creating a more
systematic and viable curriculum for teaching students to
use CVA strategies.

Another objection might be that teaching humans how
to learn is not the same thing as teaching computers how
to learn. To respond to this, we begin with some com-
ments on the nature of Artificial Intelligence (AI). AI can
be viewed in at least three ways [25]: (1) as a branch of
engineering whose goal is to advance the field of com-
puter science; this, however, is neither our immediate goal
nor our methodology; (2) as “computational psychology”,
where the goal is to study human cognition using com-
putational techniques; a good computational-psychology
computer program will simulate some human cognitive
task in a way that is faithful to human performance, with
the same failures as well as successes—AI as cognitive
psychology can tell us something about the human mind;
or (3) as “computational philosophy”, where the goal is
to learn which aspects of cognition in general are com-
putable; a good computational-philosophy computer pro-
gram will simulate some cognitive task but not necessar-
ily in the way that humans would do it—AI as compu-
tational philosophy can tell us something about the lim-
its and scope of cognition in general, but not necessarily
about human cognition in particular.

The present project falls under the category of com-
putational psychology (and to a lesser extent under the
category of computational philosophy). Our goal is not
to teach people to “think like computers”. Rather, our
goal is to explicate methods for inferring the meanings of

unknown words from context. The “vague” strategy men-
tioned above isnota caricature; it is the actual recommen-
dation of one writer in the field of vocabulary acquisition!
But neither is it an algorithm—i.e., an explicit, step-by-
step procedure for solving a problem correctly.

Our goal is to “teach” (i.e., program) a computer to
do the “educated” guessing—or inferencing—that is left
vague in the strategy above. To do that, we must de-
termine what information is needed and what inference
methods must be supplied, and we must spell this all out in
enough detail so that “even” a computer could do it [22].
But that is not all: For once we have such a method, we
can then actually teach it to people, rather than leave them
wondering what to do with all the contextual information
that they might have found in steps 1–3 of the above vague
strategy—we can teach them what information to look for
and what to do with it. This is our final goal.

Our overall goals are to (1) make our existing com-
putational CVA system [5] more robust: to improve or
create algorithms for inferring the meanings of unknown
nouns, verbs, adjectives, and adverbs, utilizing grammati-
cal, morphological, and etymological information; (2) de-
velop and test educational curricula at the secondary and
post-secondary levels for teaching CVA methods, and (3)
integrate these two tasks by using the computational the-
ory and the educational curriculum to help develop each
other. The focus of our current research is to concentrate
on (3) in order to facilitate the eventual transfer between,
and mutual interaction of, (1) and (2).

The computational stream of our research has as its
main goal the development and implementation of acom-
putational theoryof CVA [21]; the educational stream has
as its main goal the development and implementation of
an educational curriculumin CVA. Although these two
streams still have independent goals and, to some extent,
independent methodologies, their full development must
be intimately and synergistically integrated. Thus, the de-
velopment of the bridge between the two research streams
is its focus. Accordingly, in the computational stream,
less time is being spent on developing new algorithms,
and more on developing and revising the current ones for
use by the educational stream. Similarly, the educational
stream is not spending much time ontestingnew curric-
ula, but onusing the computational systemto begin the
developmentof new curricula, as well asproviding feed-
back to the computational stream based on students’ ac-
tual CVA techniques, in order to improve and further de-
velop the algorithms. Thus, we are both using Cassie to
teach humansandhumans to teach Cassie.

This bridge-building is being accomplished as fol-
lows: (1) We are identifying common texts (not neces-
sarily textbooks) that we will both work on. This is the
focus of the “synergy” between the two streams. We are
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starting with the texts that the computational stream has
already developed algorithms for [5], and we are looking
for real texts that the students in our study might be read-
ing. In addition to STEMtextbooks, we are also looking
at popular science writing such as is found inScientific
Americanor daily newspapers. The ability to read and un-
derstand such texts is an important aspect of STEM liter-
acy, and such writing is more likely to require CVA skills
than STEM textbooks(which are often quite detailed and
specific in giving definitions of terms).

(2) The computational research stream is (a) develop-
ing computational grammars for those texts, (b) develop-
ing knowledge representations of both the texts and the
background knowledge necessary for understanding and
reasoning about them, (c) testing the current system on
the unknown words in them, and (d) developing new al-
gorithms, as necessary, for CVA on them, as well as ones
based on student protocols: In the educational stream,
we are eliciting student protocols (or “thinking-out-loud”
records) of students’ attempts to figure out the meanings
of unknown words; the researchers in the computational
stream will then try to formalize and implement any (suc-
cessful!) methods that students actually use but that we
have not (yet) implemented.

Another task we might tackle is to develop anexpla-
nation facility for Cassie that can be used by the students
when they are stuck. That is, if students have trouble fig-
uring out the meaning of an unknown word (or merely
want to check to see if their answer is acceptable), they
could ask Cassie for an explanation of how “she” figured
it out (or, perhaps, for guidance on how thestudentcould
figure it out).

(3) The educational stream is (a) identifying students
who will participate in the experiments, (b) having them
read the chosen texts, (c) having them figure out the mean-
ing of the unknown words in those texts, (d) eliciting pro-
tocols of their thought processes while doing this (which
will be used to modify Cassie), and (e) beginning to de-
velop educational curricula to teach them Cassie’s (suc-
cessful) techniques.

Why is our research important? As noted, it is a fact
that most meaning vocabulary is learned from context;
teachers have too little time for directly teaching an exten-
sive list of meaning vocabulary. Also as noted, although
the use of the dictionary is extremely important in learn-
ing words, it is the case that dictionaries are not always
available, that dictionary definitions are not always deci-
pherable, and that sometimes, humans just do not bother
to go “look it up.” Learning words from context is sim-
ply required if a student is to try to learn the many new
terms and words that must be known to learn STEM top-
ics [18,31].

Further, newly revised educational standards for lan-
guage arts, science, social studies, and mathematics all
call for students to have a greater command of concepts
and the words that signify those concepts. Since these
concepts and their words and terms cannot all be taught
directly in the classroom, it is important that not only do
we devote more instructional time in school to teaching
CVA, but also gain more knowledge about what context is
and how it operates.

Learning when and how to use CVA strategies has
broader implications than just the classroom learning and
learning standards, however. Students learn a great deal
of STEM from reading trade books (i.e., books that are
not textbooks), articles in general-interest children’s mag-
azines (e.g.,Highlights, Cricket, Spider, Weekly Reader),
and children’s magazines devoted especially to science
(e.g.,Spinner, TimeKids, Science Scholastic, Quantum).
If students are better able to use surrounding context to
help determine the meaning of unknown words or terms,
then more STEM will be learned when students are inde-
pendently engaged in reading these materials. It is usu-
ally in reading magazines, trade books, and websites such
as these that students first encounter articles on STEM.
If schools are more effective in teaching CVA, and if the
writers and editors of these articles structure their texts to
accommodate CVA, then students will gain more knowl-
edge and heighten their interest and motivation in STEM.

There are also considerations from a broader science-
education perspective: One of the goals of education
should be to instill in students the knowledge—and the
confidence and life-long desire to use that knowledge—
of how to learn on one’s own. Most often, there are no
ultimate authorities or experts to consult when one has a
problem to solve or a question to answer [20]. This is just
as true in the world of, say, particle physics (where there
are no “answers in the back of the book”) as it is when one
comes across an unknown word while reading (and there
is no dictionary or glossary at hand, or no other person
who knows the word).

The skills required for CVA are not only useful for
helping one read (and hence learn) on one’s own, but are
also among those most useful in science and mathemat-
ics: finding clues or evidence (among the context sur-
rounding the unknown word), integrating them with one’s
background knowledge, and using both to infer (whether
by deduction, induction, or abduction) the meaning of the
unknown word. CVA is a wonderful model “in the small”
of the scientific method of hypothesis formation, testing,
and revision, as well as a useful tool for learning on one’s
own.3

3This research is supported by NSF grant #REC-0106338.
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