Here is an overview:

1. Is the loglog-linear model "naturally ordained" or can it be improved at minimal "Occam's Razor" cost? (I regard instilling specific chess knowledge beyond the notions of move values and depth of thinking as a high cost.)
2. To what extent do the main cross-checking quantities behave like i.i.d. (normal) random variables?
3. How should be bias in other category quantities be identified and corrected? Should it be? (A category like KnightMove can be corrected by fiat by post-processing the model's output probabilities. The correction is oblivious to the specific chess knowledge of knights; the category AdvancingMove etc. would be corrected the same way.)
4. Why does maximum likelihood expectation (MLE) give biased results? Can we correct it? Could the correction behave better regarding the chess-specific quantities?
5. Are Elo rating level and time-to-think fully fungible? Or would the model trained on, say, 5minute Blitz chess behave differently from translating the Standard-chess model down by 575 Elo points?
6. Is the "EWN" notion of difficulty effective?



Should the following anomalies be fixed post-hoc (i.e., by fudging the probabilities at the very end to match distributional results) or left as-is?

- Knight moves
- Capturing moves
- Advancing moves
- Castling---maybe to a lesser extent.


## Scripted Runs

These can be saved in files or simply copied and pasted. Here is a current example:

```
./ir Kom13 EWN
JospemTTKom13
addOutputFile JospemResults.txt JospemResults
clearTurns addTurns /projects/regan/Chess/CSE702/AIF/MartinezAlcantaraTTG4BlitzJan-
Mar2024_Kom133d20-30pv64.aif
newFilters
PlayerToMove Alcantara2m Alcantara
done
attach tleq60 n
showTrial n
perfTest useRating 1975 goTest
runIPR 2100 MartinezAlcantaraTT2024Kom13IPR
newFilters
OnMoveFacing vKramnik Kramnik
done
showTrial y
perfTest goTest
perfTest useRating 1975 goTest slideScale fromRating 2000 goScaleSpec
runIPR 2200 JospemVKramnikKom13IPR
detach vKramnik n
newFilters
```

```
OnMoveFacingOneOf JospemVElite Kramnik Carlsen Gormally Niemann Caruana Bartel
Shankland Firouzja Guijarro Shirov Bacrot Sargsyan Sjugirov Tabatabaei .
done
showTrial y
perfTest goTest
loadTrialSpec MartinezAlcantaraTT2024Kom13IPR perfTest goTest
perfTest useRating 1975 goTest
runIPR 2100 JospemCherryPickIPRKom13EWN
```

For fast chess using Stockfish 11, I use a 5-pawn cap rather than a 4-pawn cap on advantage. So after the "attach tleq60 n" command, also do
attach pnew5norm $n$ detach pnew4norm $n$

Of course this also involves changing "Kom133" and then "Kom13" to "SF11" everywhere. We can also do the experiment in EWN mode rather than UW.
"Five-Finger Exercises" for Over Spring Break

1. How correlated is $z M_{1}$ to $z M_{2}$ in performance tests based on ratings (as opposed to after fitting) of players in large tournaments?
2. How close is $z M_{2}$ to standard Gaussian? (again, in results files of rating-based tests)
3. How close is $z M_{3}$ to standard Gaussian?
4. How close is $z M_{4}$ to standard Gaussian?
5. How close is $z M_{5}$ to standard Gaussian?
6. How close is zDelta01-10 to standard Gaussian?
7. How close is zDelta11-30 to standard Gaussian?
8. How close is zDelta31-70 to standard Gaussian?
9. How close is zDelta71-150 to standard Gaussian?
10. How correlated are the zDelta quantities to each other?
