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DBELIEF REVISION IN SNePs'

by

Joao P. Martins® and Stuart C. Shapiro™

‘Departamento de Engenhatia Mecanic
[nstituto Superior Tecnico
Av. Rovisco Pais
1000 Lisboa, Portugal

ABSTRACT

SNePS is a powerful! knowledge representation system which allows mul-
tiple beliefs (beliefs from multiple agents, contradictory beliefs, hypothetical
beliefs) to be simultaneously represented, and performs both forward and
backward reasoning within sets of these beliefs. SNeBR, described in this
paper, is a belief revision package available in SNePS. SNeBR relies on a
logic developed to support belief revision systems, the SWM system, and
its implementation relies on the manipulation of assumptions, rather than
justifications, as is common in other belief revision systems. The first aspect
guarantees, among other things, that every proposition in SNeBR is asso-
ciated with those (and only those) hypotheses from which it was derived;
The second aspect enables it to eflectively switch reasoning contexts and to
avoid having to “mark” every proposition which should not be considered
by the knowledge base retrieval operation.

INTRODUCTION

$NePS (Semantic Network Processing System) Shapiro 79a s a pow-
erfull knowledge representation system which allows multiple beliefs {beliefs
frorm multiple agents. contradictory beliefs, hypothetical beliefs) to be simul-
taneously represented. and performs both forward and backward reasoning
within sets of these beliefs. In this paper, we discuss SNeBR {SNePS
Belief Revision), a beliefl revision system available in SNePS Belief revi-
sion systems are A{ programs that can detect and recover from contradic-
tions. Belief revision systems have been implemented by several cesearchers
(5., Doyle 79; Martins 83; McAllester 80; Steels 301). It has been argued
that a belief revision system relying on the manipulation of assumptions
These systems associate each proposition with the hypotheses (non-derived
propositions) that underlie it. has multiple advantages over one relying in
the manipuiation of justifications These systems associate each proposition
with the propositions that directly originated it. "Martins 83}, Martins and
Shapiro 83, 'deKleer 84i. A difficulty associated with assumption-based be-
lief revision systems is that it must be possible to compute exactly which
assumptions underlie a given proposition. SNeBR relies on the manipulation
of assumptions, and is based on a logic, the SWM system, which guarantees
that every proposition is associated with exactly every hypothesis used in
its derivation 3WM guarantees much more than just this, see {Martins 83},
In this paper we briefly introduce 5NeBR and its underlying system, SWM,
and show an example obtained using SNeBR. SNeBR is fully implemented
in Franz Lisp. running on VAX-1] Systems.

P This work was partially supported by the National Science Foundation under Grane
MCS30-06314 and by the Inatituto Naclonal de Invertigagio Cientifica (Poztugal}, under
Grant no.20536; Preparation of this paper was supported in part by the Air Force Systems
Command, Rome Air Development Center, Griffiss Air Force Dase, New York 13441-5700,
and the Air Force Office of Scientific Research, Bolling AFB DC 20332 under contrac: No.
¥30602-85-C.0008.
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THE SWM SYSTEM - THEORETICAL FOUNDATIONS

The SWM ! system Martins 83i is the logical system that provides the
thearetical foundations for SNeBR. 1t iy loosely based on the relevance logic
systems of [Anderson and Belnap 75 and [Shapiro and Wand 76.  Dis-
tinguishing features of SWM include tecording dependencies of wifs, not
allowing irrelevancies to be introduced, and providing for dealing with con-
tradictions. SWM deals with objects called supported wifs. Supported w (s
are of the form F | r,a,p, in which F s a wif (well formed formula}, r
(the origin tag) is an element of the set {hyp, der, ext}, a (the origin set)
is a set of hypotheses, and p (the restriction set) is a set of sets of hy-
potheses. The origin set contains all the hypotheses which were actually
used in the derivation of F. The origin tag tells whether F s an hypotheses
(7 = hyp). a normally derived wil (r = der) or a wf with an extended origin
set (r = ext) * The restriction set contains sets of hypotheses, each of which
when unioned with the hypotheses in the origin set forms a set which 13
known to be inconsistent.”

The rules of inference of the SWN system (see, for example Marting
and Shapiro 84.), guarantee that:

1. The origin set of a supported wif contains every hypothesis that was
used in its derivation.

[

. The origin set of a supported wif contains only the hypotheses that
were used in its derivation.

3. The restriction set of a supported wil records every set known to be
incoasistent with the wil’s origin set.

4. The application of rules of infercrnce s blocked if the resulting wif
would have an origin set known to be inconsistent.

CONTEXTS AND BELIEF SPACES

SNeBR relies on the notions of context and belief space. A context is
a set of hypotheses. A context determines a Belief Space (BS) which is the
set of all the hypotheses defining the context and all the propositions which
were derived from them. Within SWM, the propositions in a given BS are
characterized by having an origin set which is contained in the context,

Any query to the network is associated with a context. When answer-
ing the query SNeBR only considers the propositions in the network which
belong to the BS defined by that context.

NON-STANDARD CONNECTIVES

SNePS has 4 a powerful set of non-standard conrectives Shapiro 79a,
79b; Martins and Shapiro, forthcoming|. The disadvantage in using the
standard connectives (A, Vv, --, —) relates to the fact that all the connectives,

Y Attar Shapies, Wand and Marting

“This latter case will not be discussed in this paper and "an he found in Marting 53]
and Marting and Shapirs 34i.

“An incongistent set i# A set from which a contradiction may be Jderived. A set is known
1o be inconsistent if it is an inconsistent sot and 3 contradiction waa derived from it.



except negation, ate banary and therefore expressing seutcnces shent

propositions becomes cumbersome

~efa ot
For example, suppose that given three
propositions, say A, B and C, we wanted to express the fact that exactly
one of thern is true. Using the standard connectives tlus would be done as
(42 =B A -C)v{~AAB-C) . (A8
to read. Sentences involving more than three propositions are even more
complicated and this type of sentence often-occurs in some of the tntended
applications.'

L) which is lengthy and dithents

The SNeP$S connectives gencrahize the standard logical connectives to
take sets of propositions. Iy this paper we discuss two of therm: and-or and
thresh.

And-or is a connective which generalizes - {not}), * (and), v (or}, &
(exclusive or), { {(nand) and | {nor}. )

And-or, written %/ takes as arguments a set of n propositions. The
propositiun represented by the wif %Py, o Py asserts that there 1s a
relevant connection between Py, .. Pnsuch that at least v and at most j of
thern must simultaneously be true. I other words, if n -~ ¢ arguments of
4! are false, then the remaining 1 have to be true and if ; arguments of
28! are true then the remaming n - ) have to be false. That and-or s some
of the generalizations that we claim can be seen by the following:

o= - A MB(AB)=A D 1

SGAB)=A A B JHAB)=A LB

T ! :
M=A v B MUAB)=A B

Thresh generalizes equivalence to take a set of arguments. Thresh, writ-
ten o0, takes ag arguments a set of n propositions. The proposition repre-
A

P, such that either fewer than t of thern ace trie o they all

senved by the wit (0,077, as<erts that there 15 4 relesant  oknecGien
between Py, ...
are true. o other words. if at least ¢ of the arguments of .6, are true then
all the remaining argumeénts have to be true and (f ¢ otrarguments ol
are true and at le

lalse Equivalence is expressed by AP Pa)

ast one s false. then the remaining argurents hase to be

THE INFERENCE 5Y8

The SNePS infecence system has the following characterstics: it ailows
both backward and forward inference to be performed; every deduction rule
5 in the network may be used in either backward or forward inference or
hoth; when a deduction rule is used it is activated and remains that way
until explicit de-activated by the user; the activated rules are assembled
into a set of processes, called an active connection graph {acg) McKay and
Shapiro 30, which rarry out the inferences; the acy also stores all the results
generated by the activated cules, if during some deduction, the inference
systermn needs some of the rules activated during a previous deduction it
uses their results directly instead of re-deriving themn :
Mcehay 32

Thete are two main concepts involved in the implementation of the in-

Shapiro, Martins and

ference package: pattern-matching and the use of procedural (or active)
versions of deduction rules.

The pattern-mactching process is given a piece of the network (either to be
deduced in backward inference or added in forward inference) and a context,
and locates relevant deduction rules in the BS defined by the context. Such
deduction rules are then compiled into a set of processes which are given to
a multi-processing system for execution. The multi-processing system used
by SNePS, called MULT! IMcKay and Shapiro 401% i3 a LISP based system
mainly consisting of a simple evaluator, a scheduler and system primitives,
The evaluator continuously executes processes from a process queue until
the queue becomes empty; the scheduler inserts processes into the process
queue: system primitives include functions for creating processes, scheduling

PFLr exiunple,
selecting between alternalives.

thy Hve out of ten propositivng are trne Refer Lo tha section on

“\We nse the term deductson rule to refer to any propesition which has eithera connective
¢ 2 quantifier [or both). A deduction rule is 2 statement in the object language, and can
be considered a recipe, plan or heuristic for deriving new information {row old inforination.

“The multi-processing approach was induenced both by Kaplan’s producer-consumer
model Kaplan 73! and by Wand's frame model »f computation -Wand T4).
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processes and for manipulating local varnables or registers Every pracess

has a name which defines the action the process will perform and also has a
contimiation link naming the process that is to be scheduled for activation
after 1t has completed its job. There are MULTI processes to periorin the
following tasks: To match a given steucture against the network in the BS
defined by some context; To ceceive answers and to remember all the answers
received. To perform the elimination of the main connective of a deduction
rule; etc. ’

For a detailed description of the processes and the form of the 2cg built
during wference refer 1o |McKay and Shapiro 801, Martins 83 and Shaptro
Martins and MeKay 827

AN ANNOTATED EXAMPLE - SELECTING BETWEEN
ALTERNATIVES

\We present an exarple of person-machine interaction by showing how
SNeBR obtains the solution 1o the puzzle, named “The Woman Freeman
Wl Marry 2 . A characteristic of this puzzle is that there
is no straightforward path from the propositions in the puzzle's statement
to the puzzle’s solution. In solving this puzzle one has to raise hypotheses,
reason from them and if a contradiction is detected replace some of those
hypotheses and resume the reasoning. The statement of the puzzle is as
follows:

from Summers 7

Freeman knows five women: Ada, Bea. Cyd, Deb and Eve. The
women are in two age brackets: three women are under 30 and
two women are over 30. Two women are teachers and the other
\hree women are secretaries. Ada and Cyd are in the same age
bracket. Deb and Eve are in different age brackets. Bea and
Eve Lave the same occupation. Cyd and Deb have different
ocenpatiens. OF the five women, Freeman will marry the teacher
over 50, Who will Freeman marry?

Figure | shows the representation of every proposition in the puzzle's
Siatement.” The w s are described in a language called S5NePSLOG IMcKay
and Martins 31} which 15 a logic programuung wnterface to SNePS Assers
Lions and rules written in SNePSLOG are stored as structures in the SNepPs
networks SNePSLOG gneries are translated nto top-duwn Jeduction re-
quests ta the inference system; output from the inference 15 transiated into
SNePSLOG fortmilas for printing to the user

In Figure 1 we represent the following propositions: There are five
women. Ada, Bea. Cyd, Deb and Eve (wffl, wif2, wif3, wift, wi3). Three
women are under 30 {wff12)® and two women arc over 30 {wil13). Every
worman is either under 30 or over 30 (wif27).”

Two women are teachers (wif33) and the other three women are secre-
taries (wH39). The the in the previous seatence conveys the information
that no woman is both a teacher and a secretary, represented by wil48. Ada
and Cyd are in the same age bracket (wifa3). Deb and Eve are n different
age brackets (wif38). Bea and Eve have the same occupalion (wtfed). Cyd
and Deb have different occupations (wif63) Fxactly one woman over 30 is
a reacher (wif79). Freeman will marry the teacher over 30 (wifs8).

To solve the puzzle we raise hypotheses about the ages and professions
of the women and ask SNeBR to deduce who Freeman will marry under
those assumptions. If the hypotheses raised are consistent with the puzzle’s
statement the desired answer will be returned. otherwise a contradiction will
be detected and SNeBR will guide us in discarding hypotheses.

“The numbers sdociated with the wifs relate to the number of the node which repre-
sents the wif in the network.

*With this proposition we can see the advantage of the 3NePS connectives. With
the standard connectives this propasition would ba expressed in the following way:
- age(Ada,u-30) A ~age{Bea,u-30) A age(Cyd,u-30) ~ age(Deb 1-30) A age(Eve,u-30))V
{ age{ Ada,u30) A age(Bea,u-30} A ~age(Cyd,u-30) A ageiDab.u-20) A age(Eve,u-30)}v
age{ Ada,u-30) A age(Bea,u-30) A age(Cyd.u-30) A ~age(Debu-d0} A age(Eve,u-30()v
(-~ ge{Adau-30) A age| Bea,u-30) A age(Cyd,u-30) A age/Ded,u-30} A -age(Eve,u-30}}v
{age [ Adda,u30) agaf Hea,u-30) A -age{Cyd,n-30) A ageiDeb,u 30} A agelFve u-30}}v
(agelAda,u-du) 5 ~agetBeau-30) » age(Cyd,u-30) A ~age{Deb,u-30) A age(Eve,u-30{)v
(age{Ada.u-30) A ~age(Bea,u-30} \ age(Cyd,u-30) A age{Deb,u-30) A —~age(Eve,u-30))v
(age(Ada.u-30) A age(Bea,u-30} A ~age(Cyd,u-30) A ~age(Deb,u-30) A age(Eve,u-30})V
{1ge(Ada.u-30) \ age{Bea,u-30) A ~age(Cyd,u-30) A age{Deb,u-30) A -age(Eve,u-30))v
(age{ Ada,u-30) A age{Bea,u-30) A agel Cyd,u-30) A —age(Debu-30) A —age{ Eve.u-30))

Yinformation is implicitly contained in the statement of the puzile.

N




wifl - W oman( Lia)
wif2 - Worpan{Bra)
wild . Waoman(Cyf)
witd . Womuan{Deh)
wifd  Woman{Fee)
wif12 | cedlage] Vda, w2} agel Bea. ud0), nge{Cyd. wl). age( Drb, ul0).

age(Fve ul0})

wif13 © seifagrl ddn. 030) age( Bra. 030), age(Cyd. 030). age( Deb.o30),

030))

27 (z) Woman(r) ~zul {agelr uld). agelr. 030)).

wif33
teacher),workeri Deb teacher) worker{Eve teacher))

s3{worker( Ada. teacher) worker{ Bea teacher) worker(Cyd.

wif39
worker(Cyd. secretary),worker( Bea, secretary), worker(Adu, secretary))

;:x% (worker(Eve, secretary| worker(Deb secretary).

wifd8 7 (rYWaoman(r) cio{lwarkerir secretary) worker(r teacher)):

wif33 : 7 ()40, (age(Ada, £),age(Cyd. r})

wif38 - 7 (r}2al (age(Deb. 1), age(Eve, 1))

wilB3 7 (1) 8 (worker{Bea. z). worker{ ke p))

wif68 - 7 (1) 2} (worker{Cyd, x), worker(Deb. 1})

w79 1 o0 LigelAde. 030), worker(Ada teacher)).

243 Laget Bea 030}, worker| Hea. teacher)),
2o (ageiCyd. 030), worker(Cyd. teacher}),
203 tage( Deb. 030}, worker| De’ﬁ_‘ teacher)).
;l):: tagei Eve. 030}, workeri Eve. teacher|})

wif38 .V (GLYy Umarry{ Freeman. £3.263(ageiz. 0300 worker(x. teacher]))

Cigure 1. Propositions in the network

Using the propositions described in Figure 1. we bonlt into the network
the hvpotlieses represented in Figure 2 The hvporhesis represented by wifé
states that there are five women and narmes those wormen . and the iy pothesis
represented by wif89 asserts all the specilic information pertaining tlese
women and their relationship with Freeman. The hypotheses represented
by wif13, wifl5. wif28. and w31 define the ages and professions of the

B
womern i

wiff ol (WD WL wif3 wif2 wifl) hyp {wifs} {}

wf89
wif13.

a1 wiTRR, whT. wHBR. wifB3, wifaR w T3,
w39, w33 w27, wifl13. wif12) hyp (wif89p ¢}

wifl3 . age(Ada, o30) | hyp {wifi3} {}
wifls - age(Cyd, 230) | hypdwiis} {}
w28 worker( Ada. teacher) | hyp {wf28} {}
wif3l  worker(Deb, teacker) | hyp {widl} .{}

Figure 2- Hypotheses raised

~No
w
~

Suppose that we ask who Freeman will marry nunder the BS defined by
the context {wif6, wifl3 wifth, wif2R wif3 1, wif <9}

assertion abont who Freeman will marres but wf8R% may enable 1ts deduction

In this BS there is no

SNeBR sets up two sub-goals. finding who is over 30 and finding who is a

teacher [Figure 1)

Uwonder of marryl Errerman who)
holds within the Ba detined by the context (W31 wif2¥ wifl 5 w12 wey
w If6)

let mie try to use the rile

(XA (eilmarryt Freeman. ).

(agelr. o301, worksr(r tracheryjif

| wonder f age(r. 020)
holds within the 33 defined by the context (w31 wif23 wift3 wif13 w s
wif6)

{ know age(Cyd, 030)

| know age( Adin. 030)

L wonder of worker(r teacher)

halds within rthe BS defined by the context (w431 wif28 w15 wifi3 wifsg
w6

I know worker| Deb tearher}

L know wwarkerf Vda teacher)

anee corkerl Vo teachery and age{ Vda o20) Dinfer marey( Ereesnan, Ada)
Fagure 30 Ada ind Cvd are over 300 Ada and Deb are teachers: Freeman
Ada

Al marrey

Figuce 3 shows SNeBR's deducrion that reeman will marry Ada. The
wiference does not stop here. however. since there are several processes stil

wating for answers and SNeBL reports inferences as Shown i Figure 1

since ageg Ada.al30) and age{Cyd, 630)
infer =) fagr{fen 030)) | o7 (age( Deb nin)) | a(agel Eve, 030))
sice not e Eve o3 infer age{ Deb, 030)

rignre 4 Bea. Deb and Eve are not over 30 Deb s over 30

Aftee the deduction of the information shown i Figure 4. a contradiction
s detected {Figure 5). A contradiction will be detected by SNeBR when one
of the following conditions occurs: (1) Nodes representing contradictory wifs
are built into the BS under consideration.'! |2} Information gathered by a
connective elimination process shows that a rule is invalidated by the data
1t the 138

In unr'example this latter case occurs: there exists one process to deduce
imnformation using the rile 5 -I:j:(-we( Ada. 030), age( Bea 230}, age(Cyd, n301,
g et Deh 220) age( £re 030)) which gathers that there are three women who
are over 20 (Ada Cyel and Deb)

WARNING!
Conrrwdunion detected i the followrng s f-or 5T Lo ol

el B 20 aqelCyd o0} age( Ded o200 agetih e 000
More  true  arguments  than

agel Bl o2Mage{¢ypd 030 age( Peb o2 You hase the Gilewing Sprions

max \f—;‘]H!"I]'\' ' wrony e

L Continue anyway, kitowing that 1 onteuliction s derivable

2 Reestart the exact same requesi na dilferent contexr which s not

meonsistent
3. Drop the request altogether

Do you want to coatinne anyway’
R
Do vonr want to re-start the request in a new context”

><¢ves

Figure 8 .\ contradiction is detected

Noties that apecitying the 1ges of the twa wemen ower 30 “ompletely istermines the
wes f the gve women. and that sapecifying the names of the "w' wotnen and are teachers

mpterely {etermines the profession +f the five women.

"I nodes cepresenting contradictory eroepositions wre built but one of them does ot
tolong to rhe H raideeaty SNefiR records tnat thera :s n inconaistent BS
which i4 0t neing consaderad) and proceeds Rafer to Marting wnd Shapiro 83]

snder o

]



Upon detecting the contradictica SNeBE gives the options of continuing
the reasoning within the inconsistent BS,!? modifying the current context
in order to obtain a consistent BS or giving up the request. In our example,
we decided to restore consistency causing the interaction shown in Figures
6and7. '3

Figure 6 shows the inspection of the hypotheses that are responsible
for the contradiction. Although the context under consideration is the set
{wif6, wifl3, wifls, wi28, wif31, wh89} only the hypotheses represented
by wif13, w15 and w{f89 were used in the derivation of the contradiction
and thus they are the only ones whose change will testore consistency. The
SWM system guarantees that removing ezactly one of them will generate

Tn order to make the context cousistent you must delete sonie hypotheses
from the set (w13 wil15 wf89) You are now entering a package that will
enable you to delete some hypotleses from this set.

Do you want to take a look at wift3?

=< N

There are 5 propositions depending on wifid : (w97 wif16 w3l wif9l
wif90)

Do vou want to look at [a]ll of them, [some of them, or [nlone?

> a

y @3(marry(Freeman. Eve}} | ext {wff13, wff28, wff89} {{w]f15}}

What do you want to do with wif13 ?

[d]iscard from the context, kieep in the context, iu|ndecided, [g}uit this pack-
age

= d

Do vou want to take a look at wifi3?

age(Cyd. 030) | hyp.{wiT13} {{wf13wi89}}

There are 2 propositions depending on wif15 - (w6 wiBs by - - -

Do vou want to look at [a|ll of them. {slame of them, or {nlone?

=>4z n

What do vou want to do with wf15?

d'iscard from the context, [kleep in the context, {ulndecided, [gluit this
package

e d

Do you want to take a look at wiff837?

E2ER

There are 8 propositions depending on wff89 :

(w97 wilv3 will6 wilod wlD3 wifo2 w9l wif90)

Do you want to look at {a;ll of them. "slome of them, o7 injone?

»>en

What do you want to do with wif39?

{dliscard from the context, {k|eep in the context, ‘u|ndecided, !gluit this
package

=><= k

Figure .6: Inspecting the inconsistent hypotheses

a context which is not known to be inconsistent. We keep the hypothesis
concerning the statement. of the puzzie (wff89) and discard the hypotheses
concerning the wornen's ages {wfl13 and wif15); We also enter new hypothe-
ses concerning the women's ages (Figure 7).

Alter resolving the contradiction the inference resumes (Figure 8). In
this case there is no further contradiction detected and SNeBR reports that
Freeman will marry Deb and will not marry Ada, Bea, Cyd nor Eve.

ihe
paradoxes of implication {e.g., from 3 contradiction anything can be derived) do not arise.

13note that the restriction set of this extended wif has the set (wif15}, meaning that
wifl3, wif28, wifa9, wifl5 is a set kown to be inconsisteat.

121 SNeBR this is not Jdangercus since it is based on relevance togic in which

233

The following (rct. known to be inconsistent) set of hy potheses was also part
of the context where the contradiction was derived: (wft3l wif2y wifd) Do
you want to inspect or discard some of them?

>z n

Do you want to add some new hypotheses?
ey

Enter an hypothesis using SNePSLOG
=< age{ Bea, 030)

Do yon want to enter another hypothesis?
ey

Enter an hypothesis using SNePSLOG
=< age( D2b, 030)

Do you want to enter another hypothesis?
e n

Figure .7 Adding new hypotheses

Twonder if marry{ Freeman, who)

holds within the BS defined by the context (wif{4 wifif wff6 wil23 wifot
wif89)

{ know age(Deb, 030)

[ know age(Bea, 020}

{ know worker{Deb, teacher)

I know worker{ Ada, teacher)

since &3 (age( Deb. 030), worker(Deb, teacher))

| infer marry(Freeman, Deb}

since age(Bea, 630) and age( Debd,030)

Linfer (#3(age( Eve,030)) 1#3{age(Cyd, 230)) 1%3{age(Ada, 030})
since not 203 (age( Eve, 030), worker{ Eve, teacher))

Linfer («}(marry(Freeman, Eve))

Figure .8: Freeman will marry Deb Eve,Cyd and Ada are not over 30 Free-
man will not marry Eve

CONCLUDING REMARKS

We discussed SNeBR, the belief revision system used by SNePS; hriefly
described some of the concepts of the logic that underlies SNeBR; and
showed an example. The example presented was obtained from an actual
run just by shightly changing the syntax of the propositions.

SNeDR is implemented in SNePS, a powerfull knowledge representation
system. A distinguishing characteristic of SNeBR is that it is based on a
logic designed with the goal of supporting belief revision systems. SWM
associates each proposition with all the hypotheses used in its derivation
and with all the hypotheses with which it is known to be incompatible
The SWM formalism guarantees that (1) The origin set of 2 supported wif’
ceatains every proposition that was used in its derivation. (2} The origin
set of a suppocted wff only contains the hypotheses that were used in its
derivation. {3) The restriction set ofa supported wif records every set known
to be inconsistent with the wff’s origin set. (4) The application of the rules
of inference is blocked if the resulting wif would have an origin set known
to be inconsistent.

fn SNeBR, propositions are represented by SNePS network nodes and
are indexed by (linked with) the hypotheses in their origin set and the sets
in their restriction set.

The queries to SNeBR are associated with a context, the network re-
trieval function osly considers the propositions in the BS defined by that
context. When a contradiction is detected, after sefecting one hypothesis {or
several hypotheses) as the culprit for the contradiction, the “removal” from
the network of all the propositions depending on such hypothesis {hypothe-
ses) is done just by dropping it {them) from the context being considered.
Afterwards these propositions will no longer be in the BS under considera-
tion and thus will not be considered by SNeBR.
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