
Cascaded Acts: Conscious SequentialActing for Embodied AgentsCSE Technical Report 99-10Haythem O. Ismail and Stuart C. ShapiroDepartment of Computer Science and Engineeringand Center for Cognitive ScienceState University of New York at Bu�alo226 Bell HallBu�alo, NY 14260-2000E-mail: fhismailjshapirog@cse.bu�alo.eduApril 28, 2000

1



AbstractA cognitive agent is expected to use awareness of the environmentand its own body to direct its actions. Such awareness is required forthe simplest and most common type of composite acts: sequences. Toperform a sequence of acts, a cognitive agent should start performingone step when, and only when, it comes to believe that the previousone has been completed. We present a model for interleaving action,reasoning, and perception in order to allow for the conscious perfor-mance of sequences of acts. To de�ne such a model, the notion of actcompletion needs to be characterized. This is achieved by developing aformal system in which acts are classi�ed along the dimensions of telic-ity and primitiveness. The proposed system includes and go beyondthe traditional binary telic/atelic distinction.
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1 IntroductionCognitive agents should act consciously. When carrying out a sequence ofacts, an agent should be aware of the progression of its acts, and shouldreason, using its perception of the environment and awareness of its ownbody, to decide when to move to the next step in the sequence. Most actingsystems in arti�cial intelligence do not explicitly follow this strategy. Theyeither do not focus on the execution of (but rather on reasoning about)actions or they somehow overlook and avoid the problem completely.We present a model for acting that makes use of reasoning, perception,and bodily feedback to direct the agent's actions. We present the model inthe framework of the SNePS knowledge representation and reasoning system(Shapiro and Rapaport, 1987; Shapiro and Rapaport, 1992; Shapiro andthe SNePS Implementation Group, 1999) and apply it to an agent designedusing the GLAIR architecture (Hexmoor et al., 1993; Hexmoor and Shapiro,1997). Section 2 outlines the problem in detail and discusses related work.Section 3 provides an analysis of the structure of acts using the linguisticnotion of telicity. We argue that di�erent types of telicity (we go beyond thetraditional binary telic/atelic distinction) correspond to di�erent intentionsthe agent should have while performing its actions. In section 4, we discussprimitive and composite acts and present our approach to characterizingboth types. Section 5 explains in some detail the architecture of our agent,discusses the structure of various types of acts, de�nes the crucial technicalnotion of goals, and presents the concept of cascaded acts which we use tomodel conscious performance of sequences of acts. Finally, in Section 6, wepresent some examples of our theory in action.2 Reasoning, Bodily Feedback, and Sequential Act-ing2.1 The ProblemBefore getting into a detailed discussion of what we are trying to do in thispaper, let us �rst brie
y point out what it is that we are not doing. First,we do not address planning problems. We assume that our agent has aprestored library of plans (or recipes, �a la (De Eugenio, 1998)) that it usesto achieve its goals. Second, we do not address problems that may arisefrom various concurrent processes communicating with each other to a�ectthe behavior of the agent. Third, in this paper, we do not consider errorsand interrupts that may happen during acting. Nevertheless, our approach3



has been designed with these considerations �rmly in mind. The problemthat we are addressing here is, we believe, more fundamental.Consider an agent that is performing a sequence of acts h�1 : : : �ni. Theagent may be involved in such an activity either because it was instructedto do so, or because it was asked to achieve some goal for which it needsto perform that sequence of acts as indicated by some recipe. What doesperforming a sequence of acts mean? Intuitively, to perform �1 and then�2 and then �3, etc. The simple concept of performing one act and thenanother seems to be a very fundamental one. However, when consideringwhat it requires to actually behave in such a manner, it turns out that thisconcept is indeed fundamental but far from simple, or at least not as simpleas it may seem. For example, consider the following instructions:(1) Pick up the block and then walk to the table and then put the blockon the table.(2) Run to the store and then buy a bottle of milk and then run backhere.(3) Stick a stamp on the envelope and then bring the secretary here andthen give her the envelope.In the three cases, the English word then stands for an important constrainton how to behave according to the given instruction. In particular, in (1)for instance, the agent should �rst start picking up the block and it shouldstart walking to the table when, and only when, it is holding the block.Similarly, it should start putting the block on the table when and only whenit is near the table. That is, the above instructions could be more explicitlyrepresented as follows:(1') Start picking up the block; and when you are holding the block, startwalking to the table; and when you are near the table, start puttingthe block on the table.(2') Start running to the store; and when you are in the store, start buyinga bottle of milk; and when you have bought a bottle of milk, startrunning back here.(3') Start sticking a stamp on the envelope; and when there is a stamp onthe envelope, start bringing the secretary here; and when the secretaryis here, start giving her the envelope.4



As should be obvious, the above versions of (1), (2), and (3) are linguisti-cally awkward. They, however, represent a more detailed account of whatthe agent would do in order to behave correctly. There are two main dif-ferences between the two versions of the instructions. First, note the useof start. Indeed, the only thing that an agent is guaranteed to do is tostart performing some act.1 Whether it will actually perform the act ornot depends on many factors including the occurrence of errors and variousenvironmental conditions. Second, the agent moves on to the next step ina sequence of acts when and only when it has completed the previous one.The important point here is that the agent does not start the �rst act andthen start the second and then the third etc.; it must start the ith act onlywhen the (i� 1)st act has been successfully completed.In this paper, we propose a theory for the performance of sequences ofacts. Given instructions as those in (1)-(3) (either in a formal or a natu-ral language), we need our theory to ensure that the agent would actuallybehave along the lines of (1')-(3'). One important feature of our theory(and, for that matter, any theory that would address the same issue) is thatperception, bodily feedback, and reasoning should all be integrated into theacting system in such a way that they actually direct the execution of acts.In particular, knowing when an act is complete is a reasoning process thatin many cases (see the above examples) is initiated by perception and/orbodily feedback. It is this conscious awareness of what it has done thatdirects the agent in its execution of a sequence of acts.2.2 Related WorkAs far as we know, nobody else has explicitly addressed this issue before. Tostart with, research oriented towards developing languages for representingand reasoning about actions and plans does not say anything about thecorrect execution of sequences of acts in real time in the real world.2 Forexample, see (Traverso and Spalazzi, 1995), (Artale and Franconi, 1998), or(Chen and De Giacomo, 1999) for recent proposals with various concerns.In these systems, there is some construct in the formal language denotingsequences of acts.3 The semantics of these constructs either specify temporalconstraints on the component acts or implicitly use variants of the Englishthen. No mention is made of acts being complete and agents being aware ofit. We believe that such issues should be accounted for in the semantics of1Where start could be interpreted as intend.2In the sense of (1')-(3').3Indirectly in the case of (Traverso and Spalazzi, 1995).5



the action language.Research within the GOLOG family (including standard GOLOG (Levesqueet al., 1997), its concurrent version: CONGOLOG (De Giacomo et al., 1997),and its temporal version (Reiter, 1998)) may be divided into those versionsof GOLOG with an o�-line interpreter and those with an on-line interpreter.With an o�-line interpreter, the output of the system is a sequence of ac-tions that would lead to the goal sought should they be executed in order.However, execution is assumed to be carried out by a di�erent component ofthe system and there is no mention of how sequences of acts would actuallybe performed in real time in the world.On-line interpreters of GOLOG (De Giacomo et al., 1998; De Giacomoand Levesque, 1998) account for the actual execution of actions and recoveryfrom errors that may a�ect their outcome.The robot is executing a program on-line. By this, we mean thatit is physically performing the actions in sequence, as these arespeci�ed by the program. After each execution of a primitive ac-tion or of a program test action, the execution monitor observeswhether an exogenous action has occurred." (De Giacomo et al.,1998, pp. 453-454; our emphasis)Nevertheless, nothing is mentioned about how the monitor knows that theaction has been successfully completed. The implicit assumption is thatwhen the agent is acting, it is acting, and control returns to the main execute-monitor loop when the action is �nished (see the sample Prolog implementa-tions presented in (De Giacomo and Levesque, 1998) and (De Giacomo et al.,1998)). This would work so long as the action is merely simulated. How-ever, if the action initiates certain activities in a hardware robot, the monitorshould wait for these activities to terminate not merely for their initiation tobe over. The mail-delivery GOLOG agent described in (Lesp�erance et al.,1998) seems to satisfy this requirement. The following outlines the gist ofthe recipe presented therein for trying to serve a customer.1. Start going to the customer.2. Wait until you are not moving.3. If you have reached the customer, then serve the customer.4. Else if you are stuck, then handle failure.This looks very much like the sequences in (1')-(3') and indeed results in theappropriate behavior. Nevertheless, it does not provide any insights into6



the general issue of sequential acting; the correct way to act is explicitlyrepresented in the recipe rather than being implemented in the semanticsof the GOLOG sequencing operator. New sequences would also have tobe explicitly expanded in the same way, thereby missing important gener-alizations that could be made regarding the structure of sequential acting.In addition, such representations are also far removed from natural linguis-tic instructions (note the awkwardness of (1')-(3')), a consequence that wewould like to avoid in building cognitive agents.The only place where the completion of a component act is explicitlystated in the semantics of sequences is (Davis, 1992, p. 41). Informally, hestates that a sequence of two acts is active if the �rst is active and not yetcompleted or the second is active and the �rst is completed. This suggests(but does not guarantee) that the second act may only be activated when itis known that the �rst one has been completed. Davis (1992) also mentionsthat for some acts (what he calls �nite acts), the reasoning system is noti�edthat they are complete:The command to execute [�nite acts] is shipped o� to a blackbox: an e�ector control unit, or a separate module, or even alower-level planner. It is assumed that the black box knowswhat it means to \begin", \continue", \interrupt", \resume",and \complete" such an act, and can report to the plan inter-preter when the act has been completed."(Davis, 1992, p. 41)We may interpret this as an indication of some sort of bodily feedback (wherethe body is Davis's black box). Nevertheless, this issue is not explicitlyrelated to the execution of sequences and there is no mention of how feedbackfrom the body allows the agent to reason about when to move on to the nextstep.Research on interleaving sensing, planning, and execution (George� andLansky, 1987; Ambros-Ingerson and Steel, 1988; Shanahan, 1998, for exam-ple) addresses issues that are related to our problem here. In these systems,planning and execution are interleaved (or performed concurrently) in aproducer-consumer kind of model. When the planner reaches a primitiveact, the executive performs it. The sensory system updates some knowledgebase with changes in the environment that are taken into consideration bythe planner. It is not clear, however, how the planner knows when to senda new primitive act to the executive, essentially the problem of when tomove to the next step in a sequence. For example, Shanahan discusses thesense-plan-act cycle: 7



The robot's sensors are read, then a bounded amount of time isallotted to processing sensor data before the robot moves on toplanning. Then a bounded amount of time is given over to plan-ning before the robot proceeds to act. Having acted, the robotconsults its sensors again, and the cycle is repeated. (Shanahan,1998, p. 8; our emphasis)How does the robot know that it has acted? It is not clear how to answerthis question in light of Shanahan's discussion. It is, however, clear thatthe sense-plan-act cycle is not consciously controlled by the agent, i.e., it isnot encoded in Shanahan's logic. Apparently, some subconscious mechanismcontrols the cycle.Reviewing previous work, we obviously needed to read between the lines,in an attempt to come up with answers to the question of how the discussedsystems address the problem of sequential acting that we outlined in Section2.1. This shows that the problem has not been explicitly addressed. Eventhough the discussed systems certainly have their means of overcoming, oroverlooking, the problem, there is yet no generalized theory to be found.One might think that there is nothing fundamentally deep about thisproblem. In particular, we may suggest that concurrent processing cantotally eliminate any problems with sequential acting. For example, considerthe following system. There are two concurrent processes, p1 and p2. p1carries out reasoning and possibly interacting with another agent (typically,a human user). p2 controls the execution of sequences of acts and has directaccess to the status of the body. Suppose that the agent is instructed toperform a sequence of acts. Having received the instruction, p1 sends it top2 which starts executing the sequence. p2 initiates one act, sleeps untilthe body �nishes execution, and then initiates the next act. This keeps onrepeating until the whole sequence has been performed. In the meantime,p1 is active, available for interacting with the user and can, at any time,interrupt p2 causing it to stop the execution of the sequence.Although this seems to solve the problem, it actually does not. The mainproblem is how p2 operates. Note that p2 initiates an act when the currentactivity of the body terminates. However, just termination is no guaranteethat the act has actually been performed successfully. Something might havegone wrong during execution and it may not be appropriate to assume thatthe act has been completed. Suppose for the sake of the argument, however,that p2 can somehow tell whether the act actually succeeded. That is, p2initiates an act only when the body has actually carried out the previousone. In this case, such a system might be su�cient for some sequences. For8



example, it may correctly perform the sequence in (1). However, consider(2). The act \buy a bottle of milk" does not seem to be primitive. That is,it is not one continuous bodily activity; the agent would need to reason andfollow a plan in order to buy a bottle of milk. Such a plan may be anothersequence of acts including walking to the dairy section, picking up a bottleof milk, walking to the cashier, paying the money, and possibly interactingwith other agents. Merely monitoring the state of the body is obviously notsu�cient for p2 to tell when to initiate the act following that of buying themilk. The agent has to know, using both bodily feedback and reasoning,that the goal of buying a bottle of milk has been achieved; according to (2'),that it has bought a bottle of milk. Only then could the agent move on tothe next step. Even more interesting is the sequence in (3). The act \bringthe secretary here" may be performed by the agent calling the secretary,for instance. However, once it does that, its body is no longer active doinganything. This, by no means, should make the agent move on to the nextstep; the secretary has to actually arrive, an event that can happen any timeand that is not under the control of the agent.Waiting till bodily activities terminate is obviously not su�cient to ini-tiate the next step in a sequence of acts. We need a theory of an agent thatis conscious of what it is doing, aware of the outcome of its activities, andwhether they actually achieve their intended goals. In the rest of the paper,we propose such a theory.3 TelicityConsider the following English instructions:(4) Run.(5) Run to the store.(6) Run toward the store.Upon hearing the above instructions, an agent would engage in certainactivities in order to carry out what it was asked to do. For an outsider,someone who did not hear the instructions, the agent's responses to (4),(5), and (6) may look exactly the same: the agent is running. Neverthe-less, the three instructions are intuitively di�erent. The di�erence does notcorrespond to di�erent motor programs the agent executes, but rather todi�erent intentions or beliefs the agent has.9



One dimension along which linguists characterize acts is that of telicity(Comrie, 1976; Dahl, 1981, for instance). An act is telic if it is described (orconceived of) as having a built-in de�nite ending state. Otherwise, the actis considered atelic. Accordingly, (5) is telic, where the de�nite ending stateis the agent's being at the store.4 On the other hand, (4) and (6) are atelic;there is no speci�c state whose achievement represents a (right) boundaryfor the activity of running.As pointed out by many authors (see (Dowty, 1977), (Parsons, 1989),and, in a slightly di�erent sense, (Comrie, 1976, p. 47)), part of the meaningof each of the above instructions is the running activity (in the case of (4),it may be all there is). This corresponds to the single motor program thatthe agent executes. The conceptual telic/atelic distinction only comes intoplay in deciding the agent's intentions. In particular, its intentions regardingwhen to stop running. In what follows, we shall analyze acts as having acomponent P representing the process that the agent has to carry out inorder to perform the act. Some acts will also have another component, S,representing the state whose achievement signals the completion of the act.In some cases, (5) for example, the completion of the act is almost si-multaneous with the agent's ending the process P. In such cases, telicityimplies a strict condition on when the agent should end the process that it iscarrying out. For our agent to truthfully say that it has run to the store, ithas to stop running when, and only when, it is at the store. There are cases,however, where such a relation between S and P fails to hold. Consider thefollowing examples.(7) Push the rock down the hill into the river.(8) Slide the pen across the table to John.Note that, in the case of (7), the process P ceases once the agent pushesthe rock. Nevertheless, a period of time elapses before the state S (therock being in the river) starts to hold. During this period, the agent is not,and typically cannot, do anything to help achieve S. Note that it is notappropriate for the agent to utter (9) after having pushed the rock.5(9) I am pushing the rock down the hill into the river.In examples like (5), the achievement of S is totally dependent on theagent's behavior and the cessation of P takes place when and only when the4Of course the de�niteness here is plagued by the vagueness of at.5Note that saying that it has pushed the rock down the hill into the river is notappropriate either. 10



act is complete. In examples like (7) and (8), on the other hand, achievingthe state S is only partially dependent on the agent's behavior. The agentmerely initiates a sequence of events that (may) result in achieving theintended goal and hence completing the act. These two cases correspond toTalmy's (in press) sentences that involve what he calls extended causationand onset causation, respectively. Telic acts may therefore be categorizedinto two types: telic with extended causation (denoted !�telic), where thecessation of the process is almost simultaneous with the completion of theact; and telic with onset causation (denoted !:::�telic), where a temporal gapseparates the cessation of the process from the completion of the act.To make the analysis more concrete, let < denote temporal precedenceand let TO(x) and TC(x) be (respectively) the times of the onset and cessa-tion of the state/process x6. The two types of telic acts may be formallycharacterized as follows, where complete(�) is the state of the act � beingcomplete.!:::�telic: TC(P) < TO(complete(�)).!�telic: TC(P) 6< TO(complete(�)) and TC(P) 6> TO(complete(�)).The conjunction characterizing !�telic acts means that P ceases around thetime at which S starts to hold. If we think of times as points, then this simplymeans that the two times are identical. However, if we think of times asintervals, then it only means that the two times overlap. For convenience, weshall refer to this relation (i.e., the conjunction of 6< and 6>) by the symbol\ :=".In general, the di�erence between telic acts (whether !:::�telic or !�telic) andatelic acts, hinges on the existence of certain temporal constraints on whenthe act is considered complete. For telic acts, there is a state (S) that theact cannot be considered complete before, nor could it extend after, it starts.For atelic acts, no state so constrains the completion of the act. Going toa higher level of abstraction, let us de�ne the two following predicates for ageneral act, �, and state, S.� R(�, S) � TO(complete(�)) > TO(S).� L(�, S) � TO(complete(�)) < TO(S).Thus, R(�, S) (L(�, S)) holds if the act � starts to be complete after (before)the state S starts to hold. In general, for any act, �, the following holds:6We follow (Galton, 1984) in assuming that processes form a subcategory of states.11
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Figure 1: The structure of telic acts; TO(complete(�)) is around TO(S).LIN. 8S ( TO(complete(�)) := TO(S) ) W R(�, S) W L(�, S).7The above axiom should be understood as follows. First, the disjunction isto be taken as exclusive. That is, only one of the three relations may holdbetween a given act and a given state. Second, LIN merely outlines thedi�erent temporal relations that are, by default, possible between two events.Characterizing di�erent types of acts is achieved by asserting the existenceof states that constrain LIN. For example, telic acts are characterized bythe existence of some state, S, for which only the �rst disjunct in LINis possible. Figure 1 depicts the constraints on the temporal structure of ageneral telic act, �. Here, we are only interested in those times starting withand following TO(P). The shaded part of the time line represents times atwhich the act does not start to be complete, i.e., those that cannot be thevalue of TO(complete(�)). The vertical arrow marks the only time at whichcomplete(�) may start to hold: the same time at which S starts to hold.8In this paper, we are interested in acts that may be characterized byconstraints of the form:9S (TO(complete(�)) := TO(S)) W C(�, S).Where C(�, S) is R(�, S), L(�, S), their disjunction, or F (for false-hood). The third case corresponds to no constraints on LIN. The last casereduces to the constraint on telic acts.De�nition 3.1 An act � is said to have the +R (+L) feature if C(�, S)includes R(�, S) (L(�, S)) as a disjunct. Otherwise, � has the -R (-L)feature.Given the above de�nition, it seems that we have four possible types of actscorresponding to the four possible combinations of the R and L features.7Note that is the familiar linearity axiom adopted in temporal logics. See (van Ben-them, 1983).8Here we are adopting a coarse-grained perspective, considering times as points. How-ever, the formal analysis is general enough to also cover an interval-based ontology oftime. 12



This enables us to make distinctions that go beyond the traditional binarytelic/atelic classi�cation.De�nition 3.2 Let � be an act.� � is telic if it is h-R, -Li:9S TO(complete(�)) := TO(S).� � is right-atelic (denoted �!atelic) if it is h+R, -Li:9S (TO(complete(�)) := TO(S)) W R(�, S).� � is left-atelic (denoted  �atelic) if it is h-R, +Li:9S (TO(complete(�)) := TO(S)) W L(�, S).� � is left-right-atelic (denoted  !atelic) if it is h+R, +Li:8S (TO(complete(�)) := TO(S)) W R(�, S) W L(�, S).For example, (4) is  !atelic; there is no state at/before/after which theagent must stop running (see Figure 2). Classical examples of atelicity aremostly of  !atelic acts. Sentence (6) represents a  �atelic act. The agent maystop running at any time before reaching the store. However, once at thestore, the agent must stop running since continuing to run would be awayfrom, not toward, the store (see Figure 3). The class of  �atelic acts alsoexplains certain cases that (Dahl, 1981) discusses. For example, considerthe following sentences.9(10) John is trying to build a house.(11) The submarine moved toward the north pole.According to (Dahl, 1981, p. 86), the existence of some state beyond whichthe process cannot continue rules out the possibility of the above sentencesbeing atelic. Accordingly, Dahl treats them as telic. Such a move proves tobe problematic as Dahl himself notices. However, given the proposed anal-ysis, the presence of such a state beyond which the process cannot continueonly means that the sentences are -R. In that case, they could be either telicor  �atelic, and according to our analysis they indeed are  �atelic (since they are+L). This resolves the problems discussed by Dahl and at the same time9These are Dahl's (1981) (18) and (22), respectively.13
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Figure 2: The structure of  !atelic acts; TO(complete(�)) is not constrained.
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Figure 3: The structure of  �atelic acts; TO(complete(�)) is not after TO(S).
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Figure 4: The structure of �!atelic acts; TO(complete(�)) is not before TO(S).
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supports the intuition that sentences like (10) and (11) are di�erent fromthe more traditional atelic examples (i.e., those that are  !atelic according toour analysis).Examples of �!atelic acts are those that essentially lack the L feature. Suchacts have to reach some state but then may go on inde�nitely (see Figure4). An example from the domain of the running agent is (12).(12) Run past the store.Other examples may include:(13) Run no less that 2 miles.(14) Drink no less than three cups of co�ee.(15) They lifted at least four tables.10Other examples may include those analyzed by Declerck (1979) as sentencesthat \can be used to describe situations that are unnecessarily protractedbeyond the potential terminal point" (Declerck, 1979, pp. 783{784).(16) John painted the door.(17) John sharpened the saw.(18) John washed the sheet.11A more elaborate discussion of the linguistic rami�cations of the proposedanalysis is beyond the scope of this paper; future work shall address theseissues in more detail.An agent that is expected to exhibit correct behavior should distinguishthe four classes of acts mentioned above (�ve classes, if we consider the!�telic and !:::�telic distinction). However, one should remember that telicity isa linguistic notion, it's about sentences (or conceptualizations) rather thanactual performances. If an agent is given the instruction (4), even thoughno restrictions are provided as to when to stop running, it will probablyhave the (implicit) intention of \stop when at the store", \stop when tired",or \stop when something interesting happens"; for instance. It de�nitelyis not intending to keep on running forever. That is, before starting to10Due to (Verkuyl, 1989, p. 83).11These are (respectively) sentences (15), (91a), and (91b) in (Declerck, 1979). Also seethe examples in footnote 33 therein. 15



run, the agent would generally foresee a (maybe not very well-de�ned) statethat would signal an end to the running.12 Acts falling in any of the otherthree classes have certain restrictions on such an ending state. An agentacting in real time should be aware of these states since they provide a wayfor consciously controlling the performance of composite acts, in particularsequences of acts. Before further investigating this point, we need to makeprecise the notions of primitive and composite acts.4 Primitive and Composite ActsTo begin with, an act is either primitive or composite. That is, the twonotions are complementary; in order to de�ne one, it su�ces to de�ne theother. In what follows, we shall attempt to give an informal characterizationof primitive acts; acts that do not conform with such a characterization shallbe considered composite.Consider two ways by which we may characterize primitive acts. We maycall these the epistemic characterization and the kinesthetic characterization.For the former, an act is primitive if the agent does not need to (or evencannot) be \told" how to perform it. For instance, it is hard to linguisticallyexplain to an agent how to ride a bicycle (or tie a shoe lace), maybe showit, but not tell it. Accordingly, such an act may be considered epistemicallyprimitive. On the other hand, one may explain to the agent how to crossthe street for instance: press the button, wait for the walk light, and thenwalk to the other side. Crossing the street would therefore be consideredepistemically composite. In general, an act is epistemically primitive if theagent knows how to do it but cannot (easily) reason about how it does it.13Kinesthetic characterization of primitive acts is based on the relationbetween an agent's intentions and its body. Here, an act is primitive if theagent has no control over its performance. For instance, a person may intendto move her arm and she can do that by contracting her muscles in a certainway. She has some control over the degree and speed of these contractionsand she can interrupt the motion of her arm by simply deciding to do so.Nevertheless, she does not have full control over the whole process. Themovement of the arm is made up of bits of events that are predeterminedby our neuro-muscular make-up. The person does not have control over, or12More technically, the act would be conceived of as bounded even though it might notbe telic. See (Depraetere, 1995) for an interesting discussion on the di�erence betweentelicity and boundedness.13This is, more or less, the distinction between procedural and declarative knowledge.16



awareness of, the quality, duration, or speed of such events; neither can sheinterrupt them once they start. Actions that directly reduce to such uncon-trollable events are what we may call kinesthetically primitive. Anythingelse is kinesthetically composite. In this case, the epistemically primitiveacts of riding the bicycle or tying the shoe lace would be kinestheticallycomposite. However, if an act is kinesthetically primitive then it is alsoepistemically primitive.The above characterizations are just two examples of what a primitiveact may be. The philosophy of action literature contains various possibleaccounts for what may be a basic act; a notion that is similar (if not identi-cal) to that of primitive acts (Goldman, 1970; McCann, 1998, for instance).This research, however, is primarily concerned with human action. What isreasonable to assume about humans need not be suitable for other agents,robots for instance. Humans are extremely complex agents; they are pro-vided with a set of primitive acts that could be combined in various ways toyield a large set of composite acts. This is required because of the complexenvironment in which humans exist. Other agents might exist in less de-manding environments and therefore need not be as complex. In particular,computational agents are usually designed to operate in relatively simple en-vironments. In such environments, due to the limited number of behaviorsexpected from the agent, primitiveness may be very coarsely de�ned. Forexample, �nding a red robot, making spaghetti, and giving co�ee to a personare considered primitive acts in the systems described by Shapiro (1998),Artale and Franconi (1998), and Reiter (1998), respectively. Such acts arearguably not primitive for humans (not even epistemically primitive).The main point is that an act being primitive or composite depends onthe very nature of the agent. We assume that \[a]ny behaving entity has arepertoire of primitive actions it is capable of performing" (Shapiro et al.,1989, original emphasis). In designing an arti�cial agent, one has to makedecisions regarding which acts are primitive and which are not. The notionof primitiveness that we adopt in this work has mainly an epistemic naturebut also has some kinesthetic features. In particular, we make the followingassumptions (P stands for primitive).P1. The agent can perform any of its primitive acts; it cannot reason abouthow it performs them.P2. When performing a primitive act, the agent is aware that it is per-forming the act. Nevertheless, it has no conscious awareness of itsprogression, nor of its di�erent stages if it has any. Note that this isnot a very unreasonable assumption; people, with enough skills, can17



perform certain acts while their attention is totally directed to some-thing else. We view our agent to be skillful enough to carry out itsprimitive acts without any intellectual interference.P3. In principle, the agent may interrupt its performance of a primitiveact at any point.14 Of course, \point" here is very coarse-grained; theagent cannot interrupt kinesthetically primitive acts (the switching ofa relay, for instance).For example, we may consider running to the store a primitive act. Thatis, running, reaching the store, and stopping are not consciously plannedand serialized by the agent; it just knows how to \run-to-the-store". On adi�erent account, running to the store may be a composite act involving theagent continuing to run based on its conscious awareness of its position withrespect to the store. Our system allows us to adopt such an approach andto reduce all (physical) primitive acts to basic movements as suggested in(Israel, 1995). We, however, choose to make the assumption that the kind ofperceptuo-motor coordination suggested above takes place at a sub-mentallevel.5 Acting ConsciouslyAn agent that knows how to perform its primitive acts should be able toperform any sequence of them. An arbitrary sequence of primitive acts isnot primitive, though. Faced with a novel sequence, the agent will have toconsciously control its execution. Unlike primitive acts, sequences of themhave stages that the agent is aware of; it should proceed to one stage when,and only when, the previous one has been completed. As pointed out inSection 1, most theories of acting do not address this issue. A di�erenttheory is required, one that interleaves perception, reasoning, and acting togive the agent the ability to control and monitor the execution of a sequenceof acts. Before getting into the details of our proposal, we need to brie
ydiscuss the system to which our theory is applied.5.1 Cassie: An Embodied AgentWe use GLAIR (Grounded Layered Architecture with Integrated Reason-ing) (Hexmoor et al., 1993; Hexmoor and Shapiro, 1997) as the architec-ture of Cassie, our embodied agent. GLAIR consists of three levels: the14That is only in principle since it is still being developed.18



Knowledge Level (KL), the Perceptuo-Motor Level (PML), and the Sensori-Actuator Level (SAL).1. The Knowledge Level: The level at which conscious reasoning takesplace. The KL is implemented by the SNePS system (Shapiro andRapaport, 1987; Shapiro and Rapaport, 1992; Shapiro and the SNePSImplementation Group, 1999), where SNeRE (the SNePS Rational En-gine) (Kumar, 1994; Kumar and Shapiro, 1994a; Kumar and Shapiro,1994b; Kumar, 1996) is used for initiating and controlling the execu-tion of acts.2. The Perceptuo-Motor Level: The level at which routines for car-rying out primitive acts are located. This is also the location for othersubconscious activities that allow for Cassie's consciousness of its bodyand surroundings.3. The Sensori-Actuator Level: The level controlling the operationof sensors and actuators (being either hardware or simulated).As mentioned by Shapiro (1998), the PML could be viewed as having threesublevels (for details of these, see (Shapiro, 1998)). In this paper, we are onlyinterested in the top-most among these sublevels, what is called PMLa. ThePMLa together with the KL are �xed and require no changes when switch-ing between di�erent (hardware or simulated) implementations of the robot.The two lower PML levels, PMLw and PMLc, on the other hand, are sen-sitive to various embodiments of CASSIE. Anything lower than PMLa (i.e.,PMLw, PMLc, and SAL) shall be referred to as the body in the discussionthat follows.As stated above, acts are initiated and controlled by SNeRE. Acts arerepresented by SNePS terms at the KL. For every act term there is a pro-cedure attached to it (i.e., associated with it). SNeRE uses a network acti-vation mechanism (Kumar, 1994) where activating an act term correspondsto executing the procedure attached to it. The following is a discussion ofthe three types of acts recognized by SNeRE with examples of some of thosereadily provided by the system that shall be referred to in the rest of thepaper.1. Physical Acts: These are primitive acts that a�ect the state ofCassie's external environment (the world). SNePS terms denotingphysical acts are associated with procedures at the PMLa. Examplesinclude raising one's arm, taking a step, �nding a block, etc. Note thatthe speci�cation of physical acts depends on the level of granularity19



at which we set our notion of \primitiveness", a choice that is largelydetermined by the overall architecture of the agent.2. Mental Acts: These are primitive acts a�ecting Cassie's mentalstate; adding or retracting beliefs. Two mental acts are of particu-lar relevance here:15� believe(object1): if the negation of the proposition object1 is as-serted, removes it, asserts object1, and initiates forward inference.� disbelieve(object1): unasserts the proposition object1.3. Control Acts: These are acts that control various ways in which a set(possibly a singleton) of acts are to be performed. The following arerelevant examples (for a complete speci�cation of the control acts pro-vided by SNeRE, see (Shapiro and the SNePS Implementation Group,1999)).� snsequence(object1 : : : objectn): performs the acts object1 : : :objectn in order.� snif(object1), where object1 is a set of guarded acts, and a guardedact is either of the form if(p; a), or of the form else(elseact),where p is a proposition, called the condition of the guarded act,and a and elseact are act terms. snif chooses at random one ofthe guarded acts whose condition is asserted, and performs itsact. If none of the conditions is satis�ed and the else clause ispresent, the elseact is performed.� sniterate(object1), where object1 is a set of guarded acts. sniteratechooses at random one of the guarded acts whose condition is as-serted, performs its act, and then performs the entire sniterateagain. If none of the conditions is satis�ed and the else clauseis present, the elseact is performed.snsequence does not exactly perform its argument acts in order; rather,it only initiates them in order. If these acts are physical acts, the proceduresattached to them would be executed at the PMLa. Such PMLa activitiesresult in initiating lower level activities of the body. Bodily activities typ-ically proceed in a rate that is much slower than that of initiations at thePMLa. As a result of this, they would not be given a chance to continue to15For clarity, we are using a slightly di�erent syntax from that advertised by Shapiroand The SNePS Implementation Group (1998).20
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Figure 5: The RLP Cube.completion, but would be interrupted as soon as a new activity is initiatedby the PMLa routines.16 A control act that would interleave acting, bodilyfeedback, and reasoning is certainly required. This shall be presented inSection 5.5.5.2 The Anatomy of ActsIn this section we put together the ideas developed in sections 3 and 4 andtake a close look at the resulting system. In doing so, we develop a deeperunderstanding of the structure of acts; in particular, the structure of theirexecution. Such an understanding is essential to the study of the propertiesdi�erent kinds of acts exhibit when they are embedded in a sequence. Insection 3, we analyzed telicity in terms of two binary features: R and L.Adding a feature, P, for primitiveness, we end up with a three-dimensionalfeature space: the RLP cube (see Figure 5). Are there acts correspondingto the eight vertices of the cube? And if so, what is the structure of theseacts? First, consider the bottom plane, that of composite acts. Consideran agent with two primitive acts: pouring co�ee from a pot into a cup and16For example, responding to a command to go to location A and then to location B, anagent would start going toward A and then abruptly changes directions and heads towardB. 21



taking one sip of co�ee from the cup. In such a case, one can readily comeup with four acts to �ll the bottom plane.(19) Drink co�ee. ( !atelic)(20) Drink no less than three cups of co�ee. ( �!atelic)(21) Drink no more than three cups of co�ee. (  �atelic)(22) Drink three cups of co�ee. (telic)Drinking one cup of co�ee is the composite act of sipping from a cup ofco�ee until it is empty. A precondition for such an act is for the cup tocontain co�ee, a state that may be achieved by pouring co�ee from the potinto the cup. The above acts are therefore composite for such an agent. Toact according to (19), the agent will start the process of drinking one cupof co�ee. Note that since this process is composite, it requires the agent'sconscious monitoring and control. The process may then be repeated foran inde�nite number of times. At any point, the agent may stop drinkingco�ee by either �nishing one cup and not starting to drink another or byjust stopping sipping co�ee from a nonempty cup. Such a decision to stopdrinking is certainly a conscious one and may be caused by various eventsincluding the agent's �nding out that no more co�ee is left in the pot. Beforestarting to perform the act, the agent does not have a de�nite scenario ofhow it will end, the only thing it knows is that at some time the act will becomplete.On the other hand, performing (22) requires the agent to, not only mon-itor what it is doing, but also keep track of how many cups of co�ee it hasdrunk to stop drinking when and only when it �nishes the third cup. Inthis case, the agent a-priori knows what completes the act. Performing (20)is a simple sequence of the performance of (22) and (19). First the agentdrinks three cups of co�ee to reach the lower bound the instruction indicatesand then continues to drink co�ee inde�nitely. In this case, like in (19), theagent only knows that the act will eventually be complete. However, unlike(19), the agent knows that the act will reach completion in a state in whichit has drunk three cups of co�ee.Whereas �!atelic acts like (20) are decomposable into two clearly distin-guished components: one telic and another  !atelic,  �atelic acts like (21) arenot as simply structured. The agent starts to drink co�ee while consciouslymonitoring the three-cups upper limit. In that respect, (21) is essentially22



similar to (22). However, in the case of (21), the agent has one more degreeof freedom; it does not have to actually reach the three-cups limit for theact to be complete. Similar to (19), prior to �nishing three cups, the agentmay decide to stop drinking at any point for reasons that may have nothingto do with drinking co�ee. It is as if the agent executes both (19) and (22)in parallel and the act completes whenever one of them does.Thus, while the execution of h+R, -L, -Pi acts is structured by thesequencing of telic and  !atelic acts, the execution of h-R, +L, -Pi acts ismade up of the interleaving, or parallel execution, of telic and  !atelic acts.This reveals the more complex nature of �!atelic and  �atelic acts over that oftelic and  !atelic acts. This complexity is formally manifest in the di�erentsigns of the R and L features which re
ect the heterogeneous nature of theseacts.Things get more elusive as we move up to the plane of primitive acts.As pointed out in section 4, designating an act as primitive or compositeby and large depends on the nature of the agent. One might, therefore,argue that we can �ll the upper plane by just thinking of an agent for which(19)-(22) designate primitive acts. However, as we shall argue, such a moveis, at least, not obviously valid. Consider our running agent from section3.17 One might consider (4) (repeated here for convenience) to be primitive,and hence h+R, +L, +Pi.(4) Run.To perform (4), the agent starts running and then may cease to run atany point it decides to. Note that this is compatible with our assumptionsP1-P3: (i) the agent may know how to run but not how it runs, (ii) theagent may be unaware of the di�erent stages of the running process, and(iii) it may interrupt the running at any point thereby putting an end to itsactivity. Thus, the main di�erence between primitive and composite  !atelicacts is that the agent has no control over or awareness of the structureof the former but consciously controls and monitors that of the latter. Inboth cases, however, the agent has the same epistemic status regardingtheir completion: it only knows that at some state they would be complete,without any further quali�cation of such a state.17As mentioned above, we might consider an agent for which (19)-(22) are primitive.However, since those examples are not even epistemically primitive for humans, we chooseto discuss other examples that could be more appreciated by the reader. Such a choice ofexamples has no e�ect on the claims to follow.23



For the same, or a slightly di�erent, agent, (5) may be considered prim-itive.(5) Run to the store.How would (5)-as-primitive be performed? The only way to conceive of (5)as a primitive act, is to assume that the agent is designed to reactively (notdeliberately) stop when it reaches the store. That is, the agent starts to runand as a reaction to reaching the store it stops running. This involves nocognitive processing. In this case, it is easy to see that (5) is compatiblewith P1-P3.Restricting ourselves to the same domain, can (6) and (12) be consideredprimitive (and therefore examples of h-R,+L,+Pi and h+R, -L,+Pi acts,respectively)?(6) Run toward the store.(12) Run past the store.First, consider (6). Although, as noted above,  �atelic acts have a complexstructure, there are ways to conceive of (6) as primitive. A performance of(6) may be just a performance of (5)-as-primitive. The only di�erence isthat interrupting the �rst completes the act while interrupting the seconddoes not. It could be shown that such an account is compatible with P1-P3.Regarding P1, the agent need not know how it runs toward the store, inparticular it need not know that it does that by simply doing what it woulddo if it were running to the store. That is, the agent knows that it canperform two acts, (5) and (6), what it is not aware of is how they are bothperformed and that they are both actually performed in the same manner.Regarding P2, the agent has no awareness (and need not have any) of theinternal structure of the act. Finally, the agent may interrupt the act at anypoint and like  !atelic acts, and unlike telic acts, the act would be consideredcomplete.We are aware that there might be some pragmatic di�culties with theabove discussion. First, it is not very clear how instructions like (6) maybe useful in practice. Running toward the store is usually something thatone realizes has happened not something that one intends to do. That is,the agent may intend to run to the store but end up only running towardthe store. In addition, since the existence of a  �atelic primitive act would beaccompanied by that of a telic act, it does not seem reasonable to make theformer primitive. For example, one might consider only (5) to be primitive,24



and performing (6) would simply be an intentional performance of (5) thatmay be interrupted. Nevertheless, it should be noted that such concerns,although valid, do not provide any argument against the logical possibilityof h-R, +L, +Pi acts. Other examples, may also stand more strongly inthe face of the above objections.(23) Pour some co�ee into the cup.(24) Lift the block above the table.Now, let us consider (12). One might argue that since (4) and (5) maybe thought of as primitive, then so is (12). Similar to our analysis of (20),(12) may be a sequence of (5) and (4). However, for (12) to be primitive,the sequencing of (5) and (4) must be hard-wired into the agent; instead ofstopping when reaching the store as in (5)-as-primitive, the agent reactivelystarts performing (4). Such an apparently plausible account is not totallysound though. According to P3, the agent should be able to interrupt anyof its primitive acts. Now, suppose that, for some reason, the agent's per-formance of (12) is interrupted. A reasonable requirement of an intelligentagent is to remember what it has done. For our agent to know whether ithas run past the store, it needs to know whether it had reached the storeat some point during the performance of (12). This simply means that theagent is aware of the internal structure of (12). Obviously this contradictsthe assumption of (12)-as-primitive since it runs counter to P2. Note thatthis also means that the agent knows (whether explicitly or implicitly, fullyor partially) how it runs past the store, which is incompatible with P1.In general, starting from the assumption that an intelligent agent shouldknow the outcome of its activities, if a �!atelic act is interrupted, the agentneeds to know during which of its two stages the interruption occurred. Suchnecessary awareness of the structure of an act is contradictory to the notionof primitiveness. Note that this issue does not arise with telic and  !atelic(also,  �atelic) acts since for the �rst, an interruption directly means thatthe act has not completed; and for the second, an interruption signals thecompletion of the act. We shall therefore assume that no acts correspondto the h+R, -L, +Pi vertex of the RLP cube.To summarize the above discussion we highlight the main points:1. For atelic acts18, the agent does not know how they will end, only thatat some point, they will. In particular, atelic acts reach completionwhen they are interrupted.18Those with -R and/or -L features. 25



2. For telic acts, the agent knows exactly in what state they will becomplete.3. h+R, -L, +Pi acts are not logically possible.5.3 Acts and Their GoalsGiven a sequence of acts, h�1 : : : �ni, �i (1 < i � n) should be performedwhen and only when the agent believes that �i�1 has been completed.19 The�rst problem though is to provide a precise account of what it means foran act to be completed and how the agent would come to know of such anevent.What it means for an act to be completed depends on whether it is telicor atelic. Telic acts have two components, P and S (see Section 3), andthe act is completed when and only when S starts to hold. That is, Cassienoticing that S holds is su�cient for her to come to know that the act iscompleted. This gives us an approximate idea of what we are seeking. Anact is completed when some state holds. In the process of performing a !�telicact, the agent anticipates or foresees some state that would signal the endof its activity. In a sense, such a state is the goal of the act. The notionof goal alluded to here is a very localized one and is tightly associated withthe particular categorization of the corresponding act (more on this below).The goal of an act, �, as far as this work is concerned, is not a pragmaticone; it is that state that signals successful completion of � thereby allowingthe agent to start executing other acts contingent upon its completion.20For a telic act, the goal is identical with the state S.Things are more complicated for atelic acts. A  !atelic act does not havean S component in the �rst place; it is a pure process. It is not clear whatthe goal of such an act may be. One possibility is to say that  !atelic acts donot have goals, and that such acts may be considered completed once theystart. That may not be a bad idea if the act is a mental act that is arguably19By performing an act we mean initiating the procedure attached to it. Also, tobe precise we should say \perform [[�i]]" rather than \perform �i", where [[�i]] is thedenotation of the term �i. However, we will allow ourselves to be a little informal anduse the simpler notation.20In McCann's terms, this is the result of the act. We choose not to adopt this termi-nology, however, since it only works with !�telic acts. Goals of !:::�telic acts are consequences,according to McCann. Also the term goal has been used by some linguists to refer to thesame notion (see (Declerck, 1979, p. 762) and the quotes therein).26



instantaneous (think of believe or disbelieve, for instance)21. However,if the act is physical, such an account does not seem plausible. Consider, forinstance, the act Run which is  !atelic. If an agent is instructed to run, oneshould be able to actually see it running. Ending the activity of runningimmediately after it starts is de�nitely unacceptable. The same holds for �atelic and �!atelic acts.According to Section 5.2, the only thing the agent knows about thecompletion of an atelic act is that it will eventually happen. Thus, the goal ofan atelic act, � is simply the state complete(�). Cassie's coming to believethat such a state holds is what causes her to move on to the following stepof a sequence in which � is embedded. How this belief emerges in Cassie'smind is the subject of the next section.The above seems to provide fairly precise descriptions of what the goalsof telic and atelic acts are. What about control acts? Control acts are notthe kind of acts that may be described as telic or atelic. As long as the actdoes not have a cover term; i.e., an atomic conceptual structure expressibleby a simple sentence; it cannot be said to be telic or atelic. For example,consider the following snsequence describing a recipe for a useful exercise.snsequence(run-a-mile, swim, take-a-shower)It is not clear whether one can ascribe any telic properties to such an actwithout making a category error. Control acts have structures that are farmore complex than those of the acts discussed so far. In particular, severalstates with complex temporal and causal (in case of snif) relations makeup the internal structure of control acts. What then is the goal of a controlact, for example an arbitrary snsequence? One might argue that the goalof a sequence of acts is the goal of the last act in the sequence. That mightsound appealing, but there are reasons not to adopt such a position. Forexample, consider the following sequence:snsequence(Pick-up-a-block, Mark-the-block,Put-down-the-block)Suppose that the three acts in the sequence are primitive. What is the goalof the Put-down-the-block act? Given the localized sense of \goal" thatwe are assuming, it would be something like being empty-handed ; this isthe state that signals the completion of putting down the block. Intuitively,however, it does not seem right to say that this is the goal of the wholesequence. Being empty-handed may be achieved if the agent drops the21Also see (McCann, 1998, p. 85) on the same point.27



block before marking it. This, by no means, signals successful completionof the sequence. In addition, a precondition of the above act is the verystate of being empty-handed (to allow for picking up a block); if the goalof performing an act already holds, there is no need to perform it. In fact,in many cases, if the goal of an act already holds, then there is no way toperform it (think of running to the store when one is already at the store orputting down a block when one is empty-handed, for instance).One may object by arguing that an agent might still need to perform anact even if its goal already holds. The reasoning being that an act may beperformed to achieve one of its e�ects (the goal being only a distinguishede�ect). To support such an objection, one has to come up with a situationin which the goal of some act holds and an agent, nevertheless, needs toperform it for one of its e�ects. To start with, it is extremely di�cult tocome up with such a situation. Given the notion of \goal" that we areadopting (i.e., the state that signals the successful completion of an act), itis very hard to describe a realistic situation in which it is appropriate (oreven possible) to perform an act while its goal holds. However, let us try toconstruct such a situation.John is a bachelor who leads a pretty dull social life. Due tothe nature of his job, he spends the whole day driving his carand visiting customers. To get out of the car, John unlocks hisdoor, opens it, and steps out. John can unlock his door eithermanually or electronically by pressing a button. Because John isalways alone in the car, for him the goal of pressing that buttonis to unlock his door. Nevertheless, pressing the button causesthe four doors of the car to be unlocked as a side e�ect. Oneday John o�ers his colleague, Pat, a ride to work. When theyarrive, John starts to perform the usual three-step sequence toget out of the car. John's door happens to be unlocked because,for some reason, he has manually unlocked it on their way. Thatis, the goal of unlocking the door is already achieved; John candirectly open his door and step out of the car. However, he stillneeds to perform the act of electronically unlocking his door inorder to unlock Pat's door, a side e�ect of the act.The above example seems to be a suitable one for an act whose goalholds and still needs to be performed for one of its e�ects. The problemthough is that this assumes that the relation between an act and its goalis accidental; the goal is just an arbitrary e�ect of the act that happens toget some special status due to pragmatic reasons (John's life-style in the28



example). Such a position confuses two concepts: the act and the procedureattached to it. The act is a particular categorization (or conceptualization)of some motor program (a PMLa procedure). The same PMLa routinemay be attached to di�erent acts. The acts themselves have their goals asinherent parts of their characterization. In the above example, one wouldhave two acts: Unlock-my-door and, for example, Unlock-passenger-door(or even more speci�cally, Unlock-Pat's-door). The goal of the �rst is my(i.e., John's) door's being unlocked and that of the second is the passenger'sdoor's being unlocked. Even though they may both be attached to the samePMLa procedure (pushing the same button), the two acts are distinct mentalentities, and part of that distinction is their distinct goals. More generally,for every e�ect of a PMLa procedure, one may have a distinct act with thate�ect as its goal.This indeed suggests that an act should not be performed if its goalalready holds. The simple assumption that the goal of a sequence is thatof its last act is therefore not quite satisfactory.22 Intuitively, the goal ofa sequence of acts is to achieve the goals of its individual acts in order.However, this is a more complicated way of saying \to correctly complete theact". The problem is that there is no one single state that, when achieved,would signal the completion of a control act; the act being complete issomething that the agent concludes based on its conscious monitoring of itsprogression. Therefore, like atelic acts, the goal of a control act � is simplythe state complete(�), such a state is asserted to be achieved not basedon sensory input or interruptions but on the very process of executing thecontrol act.To sum up the above discussion, we give a semi-formal de�nition of goals.De�nition 5.1 Let � be a partial function from acts to states such that�(�) is the goal of �. The function is de�ned as follows:1. If � is a telic act, then �(�) = 
, where goal(
; �) is deducible,2. If � is a mental act, then �(�) is unde�ned, and3. If � is an atelic or a control act, then �(�) = complete(�).Note the following:1. � is a function. That is, we are assuming that each act has a uniquegoal (if it has any).22Things are even more complicated with other control acts like snif and sniterate.29



2. Cassie has explicit beliefs about the goals of telic acts. Ideally, how-ever, knowledge about the goal of an act should be structural ratherthan assertional (Woods, 1975) since many linguists argue that \refer-ence to the goal is an essential part of the description of the situation"(Declerck, 1989, p. 277; also see Depraetere, 1995).3. For simplicity, we are not being precise in de�ning the goals of controlacts. In the state complete(�), � should be an event token (a termdenoting a particular performance of the act) rather than an act type.5.4 AwarenessIn the above section, we attempted to make precise the notion of an actbeing completed. The question now is how to make Cassie aware of suchan event. We vaguely hinted at the answer in our preceding discussion ofgoals. Control acts are completed when all their stages are. Since arbitrarycontrol acts are composite, their execution is under the conscious control ofthe agent. Therefore, when the �nal stage of a control act � is over, Cassiesimply believes that the state complete(�) holds. Such a belief developsover time as Cassie monitors the successful completion of the di�erent stagesof the act. The same applies for �!atelic acts which, as argued in Section 5.2,are sequences of telic and  !atelic acts.For  !atelic acts, Cassie knows that the act is completed as a result of theconscious decision to interrupt it. If Cassie is performing an atelic act, thenif, for whatever reason, she interrupts it, that causes her to believe thatthe state complete(�) holds.23For telic acts (primitive or composite), the goal state is not a mentalstate, but rather a physical one. This could be either a state of the agent'sbody (like being empty-handed, for instance) or a state of its environment(like the block's being on the table). In both cases, the agent cannot justbelieve that the goal is achieved; such knowledge would have to be basedon perception and/or bodily feedback. Where does this knowledge comefrom? Intuitively, from the body, traveling all the way up to the mind.In other words, perception and bodily feedback are modeled by having thebody (GLAIR levels below PMLa) pass information up to the PMLa. This23Of course, one may interrupt an act and then resume it; the interrupt is not a sign ofcompletion in such a case. We are currently working on a theory of interrupts, and untilthat is fully developed, we make the assumption that interrupting an act is equivalent toending it. 30



may be the status of various sensors and actuators. Such information istranslated at the PMLa and an assertion is added with forward inference tothe KL.Two points to note:1. Whatever assertion will be added by the PMLa to the KL will bepart of Cassie's consciousness, something that she can think or talkabout. Deciding what such things are is part of the design of theagent. Humans, for example, are not aware of any of the complicatedprocesses that underlie seeing a block on the table. We can talk aboutthe block being on the table but not about the states of rods and cones.On the other hand, one may decide that an agent should be capableof reasoning and talking about the states of its sensors and e�ectors(as in (Shanahan, 1998)).2. The assertion is done with forward inference since the goal of an actmay not be what one directly perceives (especially if it is a compositeact). For example, consider the act Check whether the light ison. The goal of such an act is simply to know whether the light ison. However, one does not directly perceive that; one either sees thatthe light is on or that the light is o�. In either case, there could be arule to the e�ect that \If I see that the light is on or that the light iso�, then I know whether the light is on".24 By asserting whatever isperceived with forward inference, the consequent of the rule would bederived, thereby realizing that the goal of the act has been achieved.25 �atelic acts have a dual nature. In some respects they are like telic acts,in other respects they are more like  !atelic acts. While performing a  �atelicact, �, the agent believes that achieving S (see Section 3) completes theact. That is, S ) complete(�). However  �atelic acts may end in twodi�erent ways. First, they might continue until they reach the state Sbeyond which they naturally expire. In that case, S is asserted to be achievedwith forward inference just like with telic acts. This results in the belief thatcomplete(�) holds. Second, they may be interrupted at any point duringtheir progression. Similar to the case of  !atelic acts, the conscious decision tointerrupt the act results in Cassie's believing that complete(�) is achieved.24See (Maida and Shapiro, 1982) for a suggested representation of \knowing whether".25It should be noted that, ultimately, the proposed account of perception may requiresome revision. Forward inference should be limited to only simple inferences, the de�nitionof \simple" being the basic challenge. 31



In summary, here is how Cassie comes to know that the goals of di�erenttypes of acts have been achieved (� denotes the act):1. Control acts (including �!atelic acts): Coming to believe that the �nalstage of � is complete, Cassie performs believe(complete(�)).2.  !atelic acts: Interrupting �, Cassie performs believe(complete(�)).3. Telic acts: Perceiving (asserting with forward inference) a state S 0results in asserting S. Note that S could itself be S 0.4.  �atelic acts: Same as (2) or (3), whichever happens �rst.5.5 CascadesGiven a sequence of acts, Cassie should start performing the �rst and formthe belief that, when its goal is achieved, she can perform the rest of thesequence. That is, achieving the goal of the �rst act will have a cascade e�ectresulting in the rest of the sequence being performed in a similar fashion.Such an e�ect requires some way to transform the belief of a goal havingbeen achieved into a performance of an act (in this case a sequence). Kumar(1994) formalizes the required notion of transformers (also see (Kumar andShapiro, 1994a) and (Kumar and Shapiro, 1994b)). The following is a slightmodi�cation of a proposition-act transformer suggested by Kumar (also seeShapiro and The SNePS Implementation Group, 1999)� M : whendo(p; a), where M and p are propositions, and a is an act.If forward inference causes both M and p to be asserted, then a isperformed and M is disbelieved.We are now ready to give a precise account of the performance of sequences.This is achieved by the following control act.� cascade(object1 : : : objectn) where objecti (1 � i � n) is an act term.If �(object1) is de�ned, then the cascade reduces to:snif( if( �(object1), cascade(object2 : : : objectn)),else( snsequnce(believe(whendo( �(object1), cascade(object2 : : : objectn))),object1)))Otherwise, it reduces to: 32



snsequence(object1, cascade(object2 : : : objectn))As shown above, what the agent will exactly do when performing acascade depends on two factors: whether the �rst act has a goal and whetherthat goal is already achieved. If the �rst act does not have a goal, thenthe cascade reduces to the sequential execution of this act directly followedby the execution of the rest of the cascade. According to De�nition 5.1,this will happen in case the �rst act is an atelic mental act. It should benoted, however, that this is only the way we are proposing to use cascade;other users may have other theories of acts and their goals, and this, by nomeans, would a�ect the way cascaded acts are performed. In other words,the procedural semantics of cascade is not dependent on De�nition 5.1. Ifthe goal of the �rst act is de�ned, then the cascade reduces to a snif act.The snif simply makes sure that the �rst act is not performed if its goalis already achieved. If the goal does not already hold, then Cassie startsperforming the �rst act only after forming the belief that, when she is done,she will perform the rest of the cascade. Note that this is guaranteed towork, since achieving the goal of an act results in forward inference thatwould activate the believed whendo. Breaking up the sequence in this way,allows for simple solutions to deal with errors and interrupts. This is thetopic of current research.6 ExamplesIn this section we use three simple examples to demonstrate the operationof cascades. The three examples are simulations of an agent carrying outthe instructions represented by (1)-(3) in Section 2.1. More impressive ex-amples require either errors and interrupts, which we are still investigating,or an actual robot acting in the world, something that we cannot presenton paper. The examples are only intended to give a feel of how cascadingworks. The demonstrations are the output of actual SNePS runs. Theseoutputs are slightly edited for formatting and are broken down into sectionsto allow for explanation. The \:" is the SNePS prompt and inputs are eitherassertions, commands, or simulated sensory inputs. Cassie's acts are simu-lated by generating English sentences describing what she is doing. Theseare surrounded by asterisks in the output.First, we provide Cassie with some general rules about the goals of acts.: all(x) (goal(holding(x), pickup(x))).33



: all(x) (goal(at(x), {walkto(x), goto(x), runto(x)})).: all(x,y) (goal(on(x, y), puton(x, y))).: all(x,y) (goal(has(x, y), give(y, x))).The above respectively assert that the goal of picking something up is to beholding it; the goal of walking, going, or running to some place is to be atthat place; the goal of putting some object, x, on some object, y, is for x tobe on y; and the goal of giving some object, y, to some agent, x, is for x tohave y. As mentioned before, one would ultimately like to have a naturallanguage interface that would extract the goals of acts by a detailed analysisof telic sentences.The �rst example shows Cassie performing the sequence of acts presentedin (1), repeated here for convenience.(1) Pick up a block and then walk to the table and then put the block onthe table.In the initial situation Cassie is holding a block.: holding(block).: perform cascade(pickup(block),walkto(table),puton(block, table))**Walking to TABLE**: perform believe(at(table)) ;;Sensory input. At the table.**Putting BLOCK on TABLE**: perform believe(on(block, table)) ;;Sensory input.;;The block is on the table.A couple of points to note. First, since the goal of picking up a block alreadyholds, the act was skipped and the second step in the cascade was performedright away. Second, note that Cassie does not start putting the block on thetable until she comes to know (via simulated perception) that she is at thetable (note the prompt).The second example shows Cassie acting according to (2).(2) Run to the store and then buy a bottle of milk and then come backhere.This example illustrates two main points: (i) cascading control acts and(ii) reasoning and acting while performing a cascade. We �rst give Cassierecipes for performing some composite acts.34



: all(x)(ActPlan(greet(x), {say("Hi", x), say("Hello", x)})).: ActPlan(buy(bottle-of-milk),cascade(goto(dairy-section),pickup(bottle-of-milk),goto(cashier),give(money, cashier)))The �rst of these sentences says that to greet X (presumably a person)either say \Hi X" or \Hello X". The second says that to buy a bottle ofmilk (assuming that you're already in the store), go to the dairy section,pick up a bottle of milk, go to the cashier, and give money to the cashier.Next, we ask Cassie to perform (2). To simplify matters, the last step ofthe cascade is for Cassie to run to the house. This matches (2) if we assumethat the instruction was given in the house. At the same time, it avoidscomplications introduced by deictic expressions.26: perform cascade(runto(store),buy(bottle-of-milk),runto(house))**Running to STORE**Now, Cassie has started running to the store but has not gotten there yet.In the meantime, we can talk to Cassie and she can perform simultaneousacts as long as they do not interfere with her running to the store.: all(x)(wheneverdo(near(x), greet(x))).: perform believe(near(Stu)) ;;Sensory input. Stu is near.Hello STUThe �rst of the above two sentences tells Cassie that whenever she's nearsomeone, she should greet them. The wheneverdo construct is similar towhendo (see Section 5.5) but the rule does not get discarded when the actis activated; it is used for general acting rules, rather than occasional ones.By sensing that Stu is near, forward inference activates the rule, and Cassiegreets Stu. The important point here is that Cassie can reason and act whilein the midst of performing a cascade.Having reached the store, Cassie carries out the plan for buying a bottleof milk, all the while observing the greeting rule.26This does not mean that Cassie cannot understand deictic expressions. See variouspapers in (Duchan et al., 1995). 35



: perform believe(at(store)) ;;Sensory input. At the store.**Going to DAIRY-SECTION**: perform believe(at(dairy-section)) ;;Sensory input.;;Reached the dairy section.**Picking up BOTTLE-OF-MILK**: perform believe(holding(bottle-of-milk)) ;;Sensory input.;;Holding the milk.**Going to CASHIER**: perform believe(near(Bill)) ;;Sensory input. Bill is near.Hi BILL: perform believe(at(cashier)) ;;Sensory input. Reached the cashier.**Giving MONEY to CASHIER**: perform believe(has(cashier, money)) ;;Sensory input.;;The cashier has the money.**Running to HOUSE**: perform believe(near(Sally)) ;;Sensory input. Sally is near.Hello SALLY: perform believe(at(house)) ;;Sensory input. At the house.The second step of the top-level cascade (buying the milk) expanded intoanother lower-level cascade. It is only after the latter has been completedthat Cassie resumed performing the former. Observe that Cassie startedrunning back to the house only after (successfully) giving the money to thecashier. What initiated the act of running to the house? According toDe�nition 5.1, it is achieving the goal complete(buy(bottle-of-milk)).Note that Cassie does not come to know that this goal has been achievedthrough sensory input; Cassie knows that by successfully �nishing the lower-level cascade. Asserting the completion of the act of buying the milk happensinternally, essentially when the last step of the lower-level cascade terminatessuccessfully.The �nal example demonstrates Cassie's performance of the sequence ofacts represented by (3).(3) Stick a stamp on the envelope and then bring the secretary here andthen give her the envelope.In what follows, we assume Gloria to be the secretary.: all(x) (ActPlan(bring(x), say("Come here", x))).: goal(on(envelope, stamp), stickon(envelope, stamp)).: goal(here(Gloria), bring(Gloria)).36



The above de�nes the goals of sticking a stamp on the envelope and ofbringing Gloria, and asserts that to bring someone just call them.perform cascade(stickon(envelope, stamp),bring(Gloria),give(envelope, Gloria))**Sticking ENVELOPE on STAMP**: perform believe(on(envelope, stamp)) ;;Sensory input.;;The stamp is on the envelope.Come here GLORIAAt this point, Cassie is physically not doing anything. Having called Gloria,she can only wait for her to arrive in order to hand her the envelope. In themeantime, we can talk to Cassie and she can engage in other activities.: good-secretary(Gloria).: perform believe(near(Bill)) ;;Sensory input. Bill is near.Hi BILL: late(Gloria).: perform believe(here(Gloria)) ;;Sensory input. Gloria arrives.**Giving ENVELOPE to GLORIA**: perform believe(has(Gloria, envelope)) ;;Sensory input.;;Gloria has the envelope.Merely terminating bodily activities would not have been an appropriatesignal to start giving the envelope to Gloria. Cassie had to wait till shesenses that Gloria has arrived. The performance of a cascade could beinde�nitely extended in time since achieving some goals might be contingentupon exogenous events (in this case, Gloria's arrival).277 ConclusionsPerforming sequences of acts is not as simple as it may seem. An embodiedagent that properly executes a sequence of acts makes use of its awarenessof the environment and its own body to reason about when to move to thenext step in the sequence. Such an apparently simple concept does not seemto have been explicitly addressed in general and abstract enough terms.27Note that if the goal of bringing Gloria is for her to be near, rather than here, Cassieshould have greeted her. However, in such a case, Gloria being near would activate twoacts: the pending cascade, and the greeting. We are still investigating such cases in ourcurrent research. The basic idea is to de�ne a system of dynamic priorities among acts.37



When an agent is acting, it has a certain conceptualization of whatit is doing. Such conceptualizations vary along the dimension of telicity.Di�erent types of telicity correspond to di�erent criteria regarding whatsignals successful completion of an act. Successful completion of an act issignaled by some state |the goal| starting to hold. Telic acts have a built-in goal that is essentially part of their structure. Atelic acts, on the otherhand, do not have such a built-in goal, and complete by being consciouslyterminated by the agent at some arbitrary point. Control acts, which areneither telic nor atelic in the classical senses of the terms, are consciouslyperformed. The agent is aware of their progression and the goal of such actsis simply the state of their being complete, something that the agent comesto believe by virtue of its very performance of the act.We introduced a mechanism for performing sequences of acts, cascades,that gives the agent more conscious control of their execution. To cascade asequence of acts, the agent starts performing the �rst and forms the beliefthat when its goal is achieved it shall (recursively) perform the rest of thecascade.8 Future WorkThe cascading mechanism presented in this paper might seem a little bitreactive. However, we are currently developing an agent that makes useof cascades and can, at any point, reason about what to do next basedon a dynamic system of priorities among acts. This agent is capable ofhandling interrupts and errors. It is primarily the use of cascades that givesthe agent a chance to think about what to do and allows it to interleavevarious processes. The agent also uses a model of temporal progression basedon (Shapiro, 1998) that we are planning to extend to account for variousproblems of temporal granularity. Other directions in which this work mayproceed include a thorough linguistic investigation of the di�erent types oftelicity presented and whether they may help us understand more aboutlinguistic aspect.9 AcknowledgmentsThe authors thank the members of the SNePS Research Group of the Uni-versity at Bu�alo for their support and comments on the work reported inthis paper. Comments by William J. Rapaport and Frances L. Johnson onan earlier draft are highly appreciated.38
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