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Abstract

We study the broadcast scheduling problem with the
objective of minimizing the average response time.
There is a single server that can hold n pages of unit size,
and multiple requests for these pages arrive over time.
At each time slot the server can broadcast one page
which satisfies all the outstanding requests for this page
at that time. The goal is to find a schedule to minimize
the average response time of the requests, i.e. the
duration since a request arrives until it is satisfied.

We give an O(log'® n) approximation algorithm for
the problem improving upon the previous O(log? n) ap-
proximation. We also show an Q(log'/?~“n) hardness
result, and an integrality gap of (logn) for the natural
LP relaxation for the problem. Prior to our work, only
NP-Hardness and a (tiny) constant integrality gap was
known. These results are based on establishing a close
connection to the discrepancy minimization problem for
permutation set-systems. Specifically, our improved ap-
proximation is based on using recent algorithmic ideas
developed for discrepancy minimization. Our integral-
ity gap is obtained from the Q(logn)-lower bound on
the discrepancy of 3-permutations, while our hardness
result is based on establishing the first hardness result
for the discrepancy of ¢-permutations.

1 Introduction

We consider the classic broadcast scheduling setting
which has received a lot of attention in recent years.
The problem we study is formalized as follows: there is a
collection of pages P = {1,...,n}. Pages are broadcast
by a server in integer time slots in response to requests.
At time ¢, the server receives wy(t) requests for page
p € P. We say that a request p for page p that arrives
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at time ¢ is satisfied at time ¢, (), if ¢, (t) is the first time
after ¢ when page p is transmitted by the server. The
response time of the request p is defined to be the time
that elapses from its arrival till the time it is satisfied,
ie. ¢p(t) —t. We assume that the response time for
any request is at least 1. The goal is to find a schedule
for broadcasting pages to minimize the average response
time, le. (3, ,wp(t)(cp(t) — 1))/ >, , wp(t). Here, we
study the offline problem, where the request sequence is
known in advance to the scheduling algorithm.

The problem was shown to be NP-hard by Erlebach
and Hall [19]. Most of the initial focus was in the the
resource augmentation setting. These results compare
the k-speed algorithm, which is allowed to broadcast
k pages per time slot, against the performance of an
optimal 1-speed algorithm. Kalyanasundaram et al. [24]
gave the first (1/a)-speed, 1/(1 — 2«)-approximation
algorithm for any o < 1/3. This guarantee was
improved in sequence of papers [20, 19, 21] culminating
in a (14 €)-speed, O(1/¢€) approximation for any € > 0
[3]. When no extra speed is allowed, the problem gets
considerably harder. Note that repeatedly broadcasting
the pages in the cyclic order 1,...,n is a trivial O(n)
approximation. The first improvement over this was an
O(y/n) approximation due to [3]. Later, a significantly
improved O(log2 n) approximation algorithm was given
by [4]. These results are all based on rounding a natural
LP relaxation for the problem. The ideas and the
framework introduced in [4] will play a key role in this
paper.

The problem of minimizing the average response
time has also been studied extensively in the online
setting [24, 17, 18, 3, 30, 14, 15, 23, 5]. In particular,
several (1 + €)-speed, O(poly(1/¢)) are now known
[23, 5], and it is also known that extra speed is necessary
to obtain n°) competitive algorithms. In addition
to average response time, various other measures such
as maximum response time [7, 11] and throughput
maximization [6, 21, 10] have also been studied in the
broadcast setting.

Our Results. In this paper, we give an improved

algorithm with approximation guarantee O(logl'5 n) for
the offline problem. In particular, we show the following



more general result.

THEOREM 1.1. There is a polynomial time algorithm
that finds a schedule with average response time 3 -
OPT+ O((vlogn -loglogn)logn), where OPT denotes
the value of the average response time in the optimum
schedule.

While we only show the above result in this paper,
using the idea in Lemma 11 in [4] gives the following
parametrized theorem.

THEOREM 1.2. Let v > 0 be any arbitrary parame-
ter. There is a polynomial time algorithm that finds
a schedule with average response time (24 v) - OPT +
O((y/logy 4 n -loglogn)logn), where OPT is the value

of the average response time in the optimum schedule.

Setting v = ©(logn) above implies the claimed
approximation guarantee of O(log'®n). Note that
the O(log'®n) term in Theorem 1.1 is additive. In
particular, if OPT is large, say OPT = Q(log" " n)
for some € > 0, then setting ~ arbitrarily small, implies
an approximation ratio arbitrarily close to 2.

The main idea behind our algorithm is to build on
the approach of [4] using ideas similar to those used
by Rothvoss in his recent breakthrough result [31] for
bin-packing. Roughly speaking, the algorithm in [4]
works as follows. It solves the natural LP relaxation
for the problem, and reduces the problem of finding a
good rounding for it, to finding a good integral solution
to an auxiliary linear program. This auxiliary LP is
then solved using O(logn) rounds of iterative rounding,
where an O(logn) factor is lost at each round. Here,
we follow the same framework, but instead show how to
use a recent result of Lovett and Meka [27] (developed
in the context of discrepancy minimization) so that the
iterative step incurs only an O(y/Iogn) factor loss in
each round. To this end, we exploit several structural
properties of the auxiliary LP, and in particular show
how they can be used to write a third LP on which the
Lovett-Meka algorithm can be run.

We also complement the above result with several
negative results. First, we substantially improve the
best known integrality gap of 28/27 [3] for the natural
LP relaxation (on which all the known results are
based).

THEOREM 1.3. The natural LP relazation for the
broadcast problem has an integrality gap of Q(logn).

Even though the algorithmic approach in [4] (and
our algorithm) has similarities to bin-packing, this re-
sult suggests that the broadcast problem is substan-
tially harder than bin-packing for which even an ad-
ditive 41 integrality gap has not been ruled out. In-
terestingly, Theorem 1.3 is based on establishing a new

connection with the problem of minimizing the discrep-
ancy of 3-permutations. In the 3-permutation prob-
lem, we are given 3-permutations my, o, w3 of [n]. The
discrepancy of Il = (w1, 79, m3) w.r.t a £1 coloring x
is the worst case discrepancy of all prefixes. That is,
max;_; maxy_, ‘2?21 x(mi,;)|, where ; ; is the j*I ele-
ment in ;. The goal of the problem is to find a coloring
x that minimizes the discrepancy. Recently Newman
and Nikolov [28] showed a (tight) Q(logn) lower bound
on the discrepancy of 3-permutations, resolving a long
standing conjecture. Our integrality gap in Theorem 1.3
is obtained by combining this result with our connection
to the discrepancy of 3-permutations.

Then, by generalizing the connection to the discrep-
ancy of /-permutations, we show the following hardness
result (prior to this, only NP-hardness was known [19]).

THEOREM 1.4. There is no O(log'/?~< n)-
approximation algorithm for the problem of mini-
mizing average response time, for any € > 0, unless
NP C U,., BPTIME(2'°¢" ).

Along the way to proving Theorem 1.4, we also give the
first hardness result for the ¢-permutation problem.

THEOREM 1.5. There is no «(f)-approzimation algo-
rithm for the {-permutation problem, for any sufficiently
large ¢ and some function a(f) = Q(¢Y/?), unless NP =
RP.

Actually, we prove a stronger theorem: it is hard to
distinguish between the systems II = (71,79, -, my)
with discrepancy O(1) and with average discrepancy
Q(¢'/?).  The average discrepancy of a coloring x
is %Zle maxj_, 25:1 X(ﬂ—i,j)" It turns out that
average discrepancy is the right notion which helps
us show our hardness for broadcast scheduling. We
emphasize that in the /-permutation problem, ¢ is not
a part of the input. Otherwise, by letting ¢ equal to the
permutation size n (and using our results on completing
partial permutations from Section 3.3), the Q(¢!/?)-
hardness result can be obtained from the hardness for
set discrepancy established by Charikar, Newman and
Nikolov [9]. We also remark that, in order to prove
Theorem 1.4, we need to allow some weak dependence
between ¢ and n. Specifically, we allow ¢ to be
poly log(n).

Organization. In section 2 we describe the frame-
work of [4] and describe our improved algorithm. In
sections 3 and 4, we establish hardness for discrepancy
of permutations and the integrality gap and hardness
for the broadcast problem.



2 Improved Algorithm for Broadcast

Scheduling

Our rounding algorithm follows the same high-level
approach as the BCS algorithm [4]. We first solve the
natural LP relaxation LPpcs for the problem. Using
a two-phase rounding scheme, we construct a tentative
schedule (which may transmit multiple pages at the
same time) which satisfies the following properties:

e The total response time for this schedule is at most
¢ = O(1) times the cost of the LP relaxation.

e The capacity constraints are satisfied approxi-
mately in the following sense. For any interval of
time (¢,t'], the total number of pages broadcast
by the tentative schedule during (¢,t'] is at most
t' —t+ b, for some fixed value b. We refer to this b
as the backlog of the schedule.

The following lemma shows that a low backlog
schedule can be converted to a good feasible schedule
(see Lemma 7, [4] for a simple proof).

LEMMA 2.1. Any tentative schedule with backlog b and
average response time c can be transformed into a
feasible schedule with average response time at most
c+b.

The LP Relaxation. The starting point is the fol-
lowing integer programming formulation for our prob-
lem®. For each page p € [n] and each time ¢, there is a
variable y, which indicates whether page p was trans-
mitted at time ¢’. We have another set of variables z/
s.t t' > t, which indicates whether a request for page p
which arrives at time ¢ is satisfied at ¢'. Let wy denote
the total weight of requests for page p that arrive at
time t. Recall that requests arrive at the end of time
slots and can only be served by the next time slot.

(21)  min Y, 3, S — ) - wpr -

(2.2) 5.5, ypt < 1 Vi

(2.3) Spme g > 1 Vp, t

(2.4) Tptrr < Ypr Vp,tt >t
p P

(25) Tptt S {O, 1} Vp,t,t’

(2.6) yprr € {0,1} Vp, t'

Here Ti,.x denotes the last time when any request
arrives. Observe that it suffices to define variables only
until time t = T,.x+n as all requests can be satisfied by

TAs stated the LP size is polynomial in Tmax-
can assume that the problem input size is at least Tinax/n, since

if there is period of n consecutive timesteps when no page is
requested, then we can split the problem into two instances.

However we

transmitting pages 1,...,n after time Ti,,,. Constraint
(2.2) ensures that only one page is transmitted in each
time, (2.3) ensures that each request must be satisfied,
and (2.4) ensures that a request for page p can be
satisfied at time ¢ only if p is transmitted at time ¢.
Finally, a request arriving at time ¢ that is satisfied at
time ¢’ contributes (¢’ —t) to the objective. Now consider
the linear program obtained by relaxing the integrality
constraints on .y and Ypt -

Notation. Let (z*,y*) denote an optimal solution
to LPpecast. We can WLOG assume that there is a
request for every page at each time step, by setting
the weight wy,; = 0 if there is no request for page
p at time ¢. For any page p and time ¢, let o(p,t)
denote the fractional response time for a request r(p, t)
that arrives at time ¢. Formally, o(p,t) = >, o, (t' —
t)ay. Also, let y*(p,t1,t2) = Ziitl Yy denote the
cumulative broadcast of page p between times t; and
to. Finally, given a time interval [ti,t2], let t— =
argmax, y*(p,t',t2) > 1 (or is ¢; is no such t’ exists).
Define head(I) = [t1,t_] and tail(I) = [t_, t2]. In words,
tail(]) is the smallest suffix of I where there is one unit of
broadcast of p, and head(I) is the corresponding prefix.

2.1 Phase 1: Getting a Block Structured Frac-
tional Solution Since the first phase follows exactly
as in [4], and the novel component is our rounding in
the second phase, we mainly focus on the second phase
while only presenting the necessary aspects about the
first. Indeed, the first phase of the algorithm of Bansal
et al. [4] (henceforth called the BCS algorithm) outputs
a feasible fractional solution to the following auziliary
LP defined over the following variables.

Blocks and Shifts. For each page p, the BCS algo-
rithm divides the time horizon [1,Tiax + 1] into dis-
joint intervals called blocks, each of which has at most
O(log Tiax) cumulative fractional broadcast y*(p, B) of
page p. Moreover, within each block B = [t1,t3) for
page p, the BCS algorithm identifies a set of possible
tentative schedules for the page p within the block. In-
tuitively, these are the different offset schedules within
the block. e.g., for a fixed offset a € (0,1], the cor-
responding offset schedule makes tentative broadcasts
at those time slots t; 1, when the cumulative broadcast
y*(p, t1, tita) first exceeds i + «, for i € Z>o.

Auxiliary LP. In what follows, we denote a
(block,offset) tuple (B, «) as a shift S. There is a vari-
able Xg for each shift. For a block B, let p(B) denote
the associated page, and S(B) denote the set of all shifts
associated with B. Let S denote the set of all shifts. Fi-
nally, for shift S, let p(S) denote the associated page,
and 1(S5,t) be the indicator variable for whether shift



S € § makes a tentative broadcast at time ¢.

We have the following constraints: (i) each block B
chooses exactly one shift from S(B), and (ii) any time ¢
can have at most one broadcast. Finally each shift has
a cost C(S) defined appropriately.

Bansal et al. [4] show the following results about
these blocks and the auxiliary LP, which we compress
into one lemma.

(LPaux) min Z xsC(S)
Ses
(2.7) > oas=1 VB € B,
SeS(B)
(2.8) > 1S () <1 Vt € [Tinax),
Ses
(2.9) zg >0 VS € S.

LEMMA 2.2. After Phase I of [4], the constructed
blocks, their shifts, and the auziliary LP LP,uy satisfy
the following properties.

(i) Any shift S € S makes at most O(log Tmax) tenta-
tive broadcasts, all within its corresponding block.

(i1) The different shifts in a block are “interleaving”:
between two successive transmissions of a shift S’ €
S(B), there is exactly one transmission made by
any other shift S € S(B).

(111) LPaux has a feasible solution of cost at most 3- OPT.

(iv) For any integral assignment Xg € {0,1} which
satisfies (2.7), the cost of the tentative schedule is
exactly its objective value in LP4uy.

The proof is in Appendix A.1. Note that apriori
Tmax can be arbitrarily large (w.r.t n). However, by
Lemma 10 in [4], we can assume that Tiyax = poly(n)
using a decomposition procedure. In what follows, we
will still use O(log Trmax) below to make the dependence
on time horizon explicit for better clarity. Furthermore,
the factor 3 in part (iii) of the lemma above can be
reduced to 2 4+ v for any v > 0, at the expense
of increasing the number of broadcasts in a shift to
O(log; 4, Timax) (see Lemma 11 in [4]).

2.2 Phase 2: Rounding the Auxiliary LP Let
x* denote an optimal solution to LP,,. The remainder
of this section focuses on rounding x*.

THEOREM 2.1. LP solution x* to LP,u can be effi-
ciently rounded to an integral solution X = {Xg} satis-

fying

(1) 225 XsC(S) <O(1) 3 5 25C(5),
(it) X ses(p) Xs =1, for all B € B, and

(iii) For any interval I = [ti,t2), > ¢ Xs1(S,I) <
(ty — t1) + b, for b = O(0g®? Tpax). In words,
the total number of tentative broadcasts is at most
(ta — t1) + b for any interval [t1,t2).

Here, 1(S,1) = >2; <4, 1(S,1) denotes the total
number of broadcasts that shift S makes in time interval
I = [t1,t2). We can then recover a schedule with average
response time O(1) - OPT + b, by using property (iv) of
Lemma 2.2 and Lemma 2.1.

2.2.1 Proof of Theorem 2.1: The Rounding Al-
gorithm Our rounding of LP,,, will proceed in iter-
ations. In each iteration, we will round a constant
fraction of the variables zg to integral values in {0,1}.
Throughout the algorithm we will maintain the invari-
ant that Zses(B) xg = 1 for each block B. This implies
that once some variable xg is set to 1, then zg = 0 for
all " € S(B)\{S} where B is the block containing shift
S. We call such a block B integrally assigned.

Algorithm Notation. Let X (boldfont) denote
the fractional solution at the beginning of the k"
iteration, and Xg j denote the value of the LP variable
corresponding to shift S in Xj. Let Si denote the set
of shifts with strictly fractional values in X, i.e. 0 <
Xs,i; < 1. Let By, denote the set of blocks which are not
integrally assigned in Xj. Note that Sy is precisely the
set of shifts contained in the blocks B;.

Our high level idea is the following. As it is hard to
guarantee that the constraint (2.8) will be maintained
exactly for each time step upon rounding, we will
instead enforce such a constraint only for large time
intervals (as we will show, this can be ensured as the
number of such constraints will be few). However, as
the algorithm proceeds over iterations and fixes some
shifts integrally to 0/1, a time slot (or) time interval may
have very little (or no) broadcast among the fractional
shifts in X;. To get around this, instead of directly
working with time intervals, we will adopt a different
approach and consider intervals of transmissions made
by the shifts in Si. In fact, this step will be critical
in ensuring that the Lovett-Meka result can be applied
later. To this end, the following notation will serve
useful.

(i) Let N}, denote the multi-set of all time slots where
a transmission is made by a shift in Sg, and let
N = |Ng|. That is, a time step ¢ appears m; times
in N, if m; shifts in Sj, transmit at ¢.

Let us order the transmissions in N}, in the increas-
ing order of time (breaking ties arbitrarily). Let OF
denote the shift that makes the i*"* transmission
from Nj,.

(i)



(iii) For 1 < j; < ja < Ny, let ijm’z] denote the
multiset of shifts &Jgijl(’)f.
indices J = [j1, ja], O% is defined identically.

(iv) For a fractional solution X and a multiset C of
shifts, let X(C) := > gcc Xs denote the total
fractional broadcast made by the fractional solution
with respect to the multiset C of shifts.

For an interval of

Replacing time intervals by J-intervals. Let us
consider property (iii) of Theorem 2.1. As stated, prop-
erty (iii) is required for a collection of ©(T2,,) con-
straints, for different choices of ¢; and t5. This property
can also be expressed as collection of constraints that
bound X(C) for the multi-set of shifts C = O% corre-
sponding to intervals J = [j1, j2], where j; is the small
index of the transmission that is made at time ¢1, and
J2 is the largest index of the transmissions made at time
to. So, we will consider enforcing such a constraint for
each J-interval [j1, jo] for j1, jo € [Ng]. In what follows,
we will approximately capture all these constraints by
a family of ©(Ny) constraints using the dyadic interval
decomposition.

Grouping Transmissions into Dyadic Intervals.
WLOG, let us assume that Ny is a power of 2, and say
N, = 2%, Let Dy, denote the family of dyadic intervals of
[Ny], i.e., all intervals of the form (i2¢/27, (i + 1)2¢/27]
where 0 < j < ¢, and 0 < i < 2/ — 1. . Now, instead
of rounding LP,,, directly, we will work with the core
LP LPcye (defined below) which has time constraints
only on the dyadic intervals, and later argue that a
good solution for the core LP implies a good solution
for LP,ux. Intuitively, this is because we can express
any J-interval [j1, ja| as the concatenation of O(log Ny,)
many dyadic intervals, and the core LP will ensure that
the capacity constraints are satisfied on these intervals.

(2.10) Y CS)ys < Y C(9) Xk (LPeore)
SES) SESK

(2.11) > oys=1 VB € By,
SeS(B)

(212)  y(Of) < Xi(05) vJ € D

(2.13) y(O%) < X, (0F) v.J € D

(214) ys>0 VS € S

In the LP and henceforth, D;j denotes the “small”
dyadic intervals, ie., D = {J € Dr|J] <
O(log Tyax)}, and DL = Dy \ Di denotes the “larger”
dyadic intervals. Also, y = {ys} are the variables,
and X, = {Xg} is the fractional solution we start
with in the k*" iteration. While the constraints (2.12)

and (2.13) are identical as written, our rounding algo-
rithm will treat them differently.

Lovett-Meka Rounding of LP.,.. We now run
the Lovett-Meka rounding algorithm [27] (henceforth
LM algorithm) on the above core LP. The Lovett-Meka
algorithm was developed to find low discrepancy par-
tial colorings for any set system, and matches the best
non-constructive result due to the celebrated work of
Spencer [32] and simplifies a previous constructive al-
gorithm of Bansal [2]. However, these techniques are
much more general and can be applied to a variety of
problems besides the discrepancy problem. Recently,
Rothvoss [31] used this to improve the approximation
factor for Bin Packing to O(log OPT loglog OPT), beat-
ing a long-standing bound of Karmarkar and Karp [25].
In general, we can view the LM rounding as a more re-
fined (albeit lossy) form of traditional iterative round-
ing, where we have no control over the structure of a ba-
sic feasible solution. Much like Rothvoss’s rounding [31],
our rounding heavily relies on the fine control which the
LM rounding gives us, in moving to a partially-integral
solution. We first present the LM algorithm’s guaran-
tees as a blackbox, and then apply it in our setting.

THEOREM 2.2. 2[Constructive partial coloring theo-
rem [27]] Let y € [0,1]™ be any starting point, § > 0 be
an arbitrary error parameter, vy, ...,v, € R™ vectors
and A1, ..., A\p > 0 parameters with

n

ZG_A?/161)\1->0 < m.
P 16

(2.15)
Also suppose at most 9m/16 constraints have \; =

0. Then there is a randomized O((m + n)3/62)-time
algorithm to compute a vector z € [0,1]™ with

(i) z; €[0,0]U[1—0,1] for at least m/32 of the indices
j € [ml,
(ii) |vi -z —v; - y| < Ail|vil|2, for each i € [n].

Firstly, by setting ¢ inverse-polynomially small, we
can ignore it and assume that 1/32 of the variables
become integral in z. Now, we apply this theorem
to LPcore, with y as the starting point, the different
constraints (2.10)-(2.13) corresponding to the vectors

V1,..., Uy, and the following choice of A parameters:
(i) Set A value to O for the constraints (2.10), (2.11),
and (2.12),

(iii) Set A value to Q(v/loglogTiax) for all smaller
interval constraints (2.13).

?The original theorem does not allow 5m/8 A;’s to be 0,
but we show how to adapt their proof to allow this setting in

Appendix A.2



We now show that these parameters satisfy the
condition (A.1) so that we can apply the LM rounding.

LEMMA 2.3. The choice of X above for the con-
straints (2.10)-(2.13) satisfies the conditions for The-
orem 2.2.

Proof. We first show that at most 9m/16 constraints
have \; = 0. Firstly, there is only one objective function
constraint (2.10) which accounts for 1. Likewise, each
block constraint (2.11) accounts for 1, and there are
|Br| < (1/2)|Sk| of them. This is because each non-
integral block has at least 2 shifts in Sk. In total, they
contribute at most |Sk|/2.

Now, let us count the contribution of the large
intervals. Now, since the dyadic intervals can be
represented by a binary tree (root node has size Ny,
and each child has half the size, and so on), the total
number of large intervals (of size at least (log Tiax))
is at most O(Ny/logTmax). However, we note that
Ni = O(|Sk|log Tiax). This is because each shift,
say corresponding to block B and offset o and page p,
makes at most O(log Tinax) transmissions by Lemma 2.2,
property (i). Therefore, the total contribution due to
these intervals is at most |Sg|/32, for a suitable choice
of constants. In total, this is at most 9|Sg|/16 = 9m/16.

Next, we show that condition (A.1) is satisfied: for
this, we focus on the small interval constraints. There
are at most O(Tax) such constraints, and each of these
constraints has A value Q(v/loglog Tinax ). Therefore, the
total contribution due to these constraints is |Sk|/16,
which is the RHS value of (A.1) as desired.

Therefore, by property (i) of Theorem 2.2, the LM
rounding returns a solution z which has made at least
1/8!" of S integrally assigned. We define Xy i :=
z, Spy1 denote the shifts which are still fractionally
assigned in X411, Bry1 denote the blocks which are
not integrally assigned, and repeat this process, until
we end up with an integral solution. Let k* denote the
iteration when we end up with an integral solution.

We now analyze the final solution Xy«. The next
lemmas prove properties (i) and (ii) of Theorem 2.1.

LEMMA 2.4. The cost of the solution

ZSeS C(S)Xk*,S < ZSeS C(S)fg"

Proof. Consider iteration & > 0. Notice that when
we run the LM algorithm, we had set A value to
be 0 for constraint (2.10).  Therefore, by prop-
erty (ii) of Theorem 2.2, we have ) g5 C(S) X415 —
> ses, C(8)Xks < 0. Moreover, once a shift gets in-
tegrally assigned in Xj41, it is never altered in subse-
quent iterations. Therefore, we can inductively apply
this property and complete the proof.

final

LEMMA 2.5. At every iteration k, for every block B €
B, we have 2565(3) Xgr =1

Proof. This again follows because throughout our
iterative rounding, we maintain the property
EseS(B)XS,k = Xgpt+1 since we set A value to
be 0 for all the block constraints.

As a result, we pick exactly one shift/offset in each
block in our final integral solution. We are left with
bounding the backlog of Xj-.

LEMMA 2.6. For any interval I = [t1,t2) and any 0 <
k<F Yses, Xopn11(S: 1) < 3ges, Xsk + O(B),
where B = \/10g Tpax 10g10g Tinax -

Proof. Consider some iteration 0 < k& < k* and time
interval I = [t1,t2]. Firstly, notice that for any
fractional solution y, we can view the total fractional
transmission by shifts in Sy in this time interval I (i.e.,
the set Ny N I), as the dot product Ol}([) -y, where
J(I) is an appropriately defined interval of the form
J(I) = [j1,72], with 1 < j; < ja < Nj. Notice that here,
and for the rest of the proof, we are viewing the multiset
Ok as a vector with integral entries in |S;| dimensions.

In this view, we can rephrase the statement of the
lemma as 03(1) - (X141 — Xg) < O(B). To this end,
we decompose the interval J(I) into a concatenation of
intervals belonging to the dyadic family, and individu-
ally compute the error accrued by Xy4+1 — Xy, in each of
these intervals. Moreover, the larger intervals J accrue
no error, i.e., (9’3 - (Xg41 — Xi) = 0 because we set the
A parameter of all large intervals to 0.

Therefore we focus on the smaller intervals J € Dj.
Since property (ii) of Theorem 2.2 says that the error
Ok - (Xi1 — Xk) < Ay - ||O%]]2, we now focus on
bounding the 2-norm of such constraints.

Indeed, since J is by definition a multiset consisting
of |J| contiguous transmissions, the ¢; norm of O%
is |J|. Hence, in order to bound the ¢ norm, it
suffices to bound the /., norm. In general, however,
the ¢o norm can be as large as O(log Tyax), since
the same shift can make multiple transmissions in an
interval. While such an event can happen, we now
appeal to the interleaving nature of shifts to reduce
the ¢o, norm. Indeed, by Lemma 6 (property (ii)), all
shifts of a block make an equal number (upto +1) of
transmissions in any time interval. Using this, we can
actually eliminate many transmissions in this multiset,
because our rounding preserves the sum » ses(B) Xsk
by Lemma 2.5. Therefore, we will be left with only at
most 1 transmission per shift, thus bounding the ¢,
norm by 1. More formally, we run the LM algorithm on
the simplified family of constraints (2.13) as obtained
below.



Simplifying Constraints (2.13). Consider some in-
terval J € Dj, and some block B € Bj, and let
p = mingeg(p) O%5[S] denote the minimum number of
transmissions done by shifts of block B in the multiset
O%. Here, OF[S] is the value of the coordinate cor-
responding to shift S in the multiset O%. Then, by
Lemma 2.5, we know that ESGS(B) ys = 1 is preserved
by the final solution Xy, and therefore we can sub-
tract p>_gcg(p) Ys from the LHS of constraint (2.13),
and p from the RHS before running the LM algorithm.
Now, it is easy to see that if our rounded solution
Xj4+1 = z satisfies the simplified constraint with an ad-
ditive error of A, then the original constraint is satisfied
with the same error.

CLAIM 1. The 2-norm of any constraint (2.13) corre-
sponding to J € D}, after simplification is O(r\/|J]).

Proof. As mentioned above, the 1-norm of the original
constraint is O(]J|), and the simplification process only
decreases the 1-norm. Moreover, the oo-norm of the
constraint is bounded by 2, since no shift can make more
than 2 transmissions in the simplified constraint. The
claim follows then by a simple norm inequality.

V/|J|loglog Tmax for all small intervals J € Dj, since
the A value was set to O(yv/loglog Thax) for such in-
tervals. Since the small intervals form a geometric se-

ries of sizes 1,2,4,...,0(log Thax), the total error of
(’)"}m - (Xg41 — X) is dominated by the largest in-

Therefore, the difference O% - (Xjy1 — Xi) <

terval, and hence is at most O(y/10g Tinax 10g10g Tinax ),
completing the proof.

To complete the proof of Theorem 2.1, we can apply
Lemma 2.6 iteratively and bound the total backlog by
O(log"® Thnax/10g10g Thax ), thus proving property (iii).
This completes the proof of Theorem 1.1.

3 Hardness of Approximating /-permutations

Notation: Let x : U — {£1} be a {£1} coloring of
elements in U. For a subset U’ C U, we define x(U’) =
ZueU, x(u). For a sequence p = (p1,p2, - ,Pm) of
length m elements from U, define x(p) = >~ x(p:)-
Define disc, (p) = max, |x(p')|, where p’ ranges over all
prefixes of p.

Let 71,79, -+ ,m be ¢ permutations of U. Then,
the discrepancy and the average discrepancy of the
permutation system II = {m,mq, - ,m¢} are defined
as

disc(II) :=

X:Unj)i{njzl} Illé?g]( diSCX (Tri%

1
avgdisc(IT) := X:Urgi?il} 7 Zm discy ().

In this section, we prove Theorem 1.5. Like the
proof of Charikar et al. for discrepancy hardness for
arbitrary set systems [9], our proof is also based on
reduction from the 4-set splitting problem.

4-Set Splitting Problem. We are given a ground
set U and a collection § of subsets of U where each
S € S has |S| = 4. The goal of the problem is to find a
+1 coloring x of U such that the number of sets S € §
with x(S) = 0 is maximized. We say a set S € S is
“equally split” by x if x(S) = 0. So, we want to find
a coloring x so as to maximize the number of equally
split sets. Additionally, we say that a 4-set splitting
instance (U, S) is A-restricted for some integer A > 0,
if each u € U appears in at most A sets in S. W.l.o.g,
we assume each u € U appears in at least 1 set in S.
Thus, we have |U|/4 < |S| < |U|A/4 in a A-restricted
instance (U,S). We start with the following hardness
result (see, e.g., [9]).

THEOREM 3.1. There exist a real number § € (0,1) and
an interger A > 1 such that the following is true. Given
a A-restricted 4-set splitting instance (U,S), it is NP-
hard to distinguish the following two cases:
e Yes Instance: There is a coloring x such that all
sets in S are equally split.
e No Instance: For every coloring x, at most 0
fraction of the sets in S are equally split.

Since § and A are absolute constants, we hide them in
O(.) and €(.) notations. Thus, we have |S| = O(|U])
in a A-restricted instance (U,S). The main lemma we
shall prove in this section is the following. Combining
this with Theorem 3.1 implies Theorem 1.5.

LEMMA 3.1. There exists some constants £y, C € Z,
such that: given a A-restricted 4-set splitting instance
(U, S) and an integer £ such that £y < £ < |U|/C, there
1s an efficient randomized algorithm that constructs
an L-permutation instance 11 = {my, 7o, -+ , ¢} with
permutation size O(L|U|), such that
o If(U,S) is a yes instance, then disc(IT) = O(1) with
probability 1.
e If (U,S) is a no instance, then avgdisc(IT) = Q(v/¢)
with probability at least 1/2.

We first sketch the proof of Lemma 3.1. Since
the instance (U,S) is A-restricted, we can partition
S into 4A families of disjoint sets. For a fixed fam-
ily &’ C S, we produce s = O(¢) permutations over
Uges S randomly and independently. Each permu-
tation g = (91,92, ,94s/) is obtained by concate-
nating the sets in &’ according to a random permu-
tation (Si1,S2,---,S|s) of S’ That is, g satisfies
Si = {94i—3, 94i—2, 94i—1,9ai} for every i € [|S']]. In



total, we have constructed 4A x s = ©(¢) “partial per-
mutations” over U. If s is small enough, the number of
partial permutations is at most £.

For a no instance (U,S) and any coloring x of U,
there is a family S’ of size Q(|S]) in the partition such
that a constant fraction of sets in &’ are not equally
split by x. We split each of the s permutations for
S’ into blocks of length 4¢', for some ¢ = ©(¢). We
then expect that each block ¢’ has |x(¢')| = Q(V/¢) by
“inverse Chernoff bound”. Since each of the s = ©(¥)
permutations contain O(|S|/¢') blocks, with probability
at least 1 — e~ 205D, s/2 permutations contain bad
blocks, i.e. blocks ¢’ such that |x(g)| > Q(v/#'). Thus,
with probability at least 1 — e~(SD s/2 permutations
g have disc, (g) > Q(+/#). Taking union bound over all
colorings x of U, we have that with probability at least
1/2, the system of partial permutations has average
discrepancy Q(v/f). In the formal proof, we need to
carefully consider the dependence between the blocks.

Notice that for a yes instance, the system of partial
permutations has discrepancy 2, since every partial
permutation is a concatenation of some sets in S. Thus,
we have almost proved Lemma 3.1 except that the
permutations are partial. In the last and important
step, we obtain a system of perfect permutations by
appending elements to the end of partial permutations,
so that the system for a yes instance still has O(1)
discrepancy.

The remaining part of this section is organized
as follows. In Section 3.1, we construct the system
of ¢ partial permutations for the given 4-set splitting
instance (U, S). Then in Section 3.2, we prove that the
system for no instances has average discrepancy Q(El/Q).
Finally in Section 3.3, we show how to extend the partial
permutations to full permutations so that the system for
yes instances still has discrepancy O(1).

3.1 Construction of partial permutations Since
(U,S) is a A-restricted instance, we can partition S into
4A families of disjoint sets. For each family &’ C S of
disjoint sets, we construct s := [64A¢ /(1 — )] per-
mutations over USe g S, for some suitable parameter
0" = ©(¢) (here § is as defined in theorem 3.1). Each per-
mutation is constructed randomly and independently as
follows. Let g = (g1,92, - ,94)s/|) be the permuta-
tion over | Jgcg S, obtained by concatenating sets in S
according to a random permutation (S1,S2,---,S|s/|)
over §'. That is, S; = {g4;—3, gai—2, gai—1, ga; } for every
i € [|S’|]. The 4 elements in S; are arbitrarily ordered
in g. Notice the sequence g is a partial permutation of
U; that is, g does not need to contain all elements in
U. In total, we have constructed 4A x s = O(¢) partial
permutations. We select ¢/ small enough so that the

number of partial permutations is at most /.

For a yes instance (U,S) let x : U — {£1} be the
coloring that equally split all sets in S. Then, it is easy
to see that every partial permutation g has disc, (g) < 2,
since g is a concatenation of sets in §. Thus, for yes
instances, the partial permutation system has maximum
discrepancy O(1).

3.2 Q(v/{)-discrepancy on the partial permuta-
tion system for no instances In this section, we
show that if (U,S) is a no instance, then with prob-
ability at least 1/2, for every coloring x : U — {£1},
at least Q(¢) partial permutations have discrepancy at
least Q(V?) w.r.t x.

We start with the following technical lemma.

LEMMA 3.2. Let T C S be a subfamily of disjoint sets
inS and x : U — {£1} be a coloring of U such that at
least (1—0)|S|/(8A) sets in T are not equally split by x.
Let S1,Ss,-+-,Sp be ¢ different sets selected randomly
from T. Then, with probability at least 0.8, we have

S x(8)] > A0,

Proof. Let X; = x(S;) for every i € [{]. We first
consider the simpler procedure where each .S; is selected
from 7 randomly and independently (that is, we do not
require the ¢ sets to be different). Then X, X5, -+, Xp
are i.i.d. Let p = E[X;] and w.l.o.g, assume p > 0.

Since |T| < |S], at least (1826) fraction of sets in
T are not equally split by x. Then, with probability
at least (1 — §)/(84), |X;| > 1, we have E[X?] >
(1 —6)/(8A). Then, o2 := Var(X;) = E[X?] — p? >
(1-6)/(8A) — p? > (1 —6)/(8A) —169/¢". For large
enough ¢/, 02 > (1 —6)/(10A). We apply the following
theorem to lower-bound the tail probability of x(g).

THEOREM 3.2. (BERRY-ESSEEN INEQUALITY) Let
X1, X, , X, be independent random wvariables with

E(X;) = 0,E(X?) = 02 > 0 and E(|X;|?) = pi < 0.
Let F be the cumulative density function of
"X
Y = 72’:711 >
> i=10;

Then, there is an absolute constant C such that

n

" —3/2
aplr) s <0 () S
=1 i=1

z€R

where ® is the culmulative density function of the
normal distribution.

We apply the theorem to the variables X/ := X; —p.
Then, p; = E(|X/3|) < 8E(X/?) = 802, since | X]| < 8



with probability 1. Then,
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If 4y in Lemma 3.1 is large enough, the above

probability is at least 0.9. Since o > /(1 —9)/(8A) =
Q(1), we have Pr [X(g') > Q(\/?’)} >0.9.
The probability that Si, S5, -
at least
ITIATI =D (71 =2)--- (T = (' = 1))
7 |
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-, Sy are disjoint is

If the constant C' in Lemma 3.1 is large enough, we have
|T| > 11¢, the above quantity is at least (1—1/11¢')¢ >
e /10 > 0.9. Thus, in the sampling process without
replacement, with probability at least 0.94+0.9—1 = 0.8,
the generated sequence g has |y(g)| > Q7).

Now, focus on a no instance (U, S) and an arbitrary
coloring x : U — {£1}. Then, at least (1 — 9)|S|
sets in & are not equally split by x. Recall that we
have partitioned S into 4A families of disjoint sets.
At least (1 — §)|S]|/(4A) sets in some family are not
equally split by x. Focus on such a family S’ and let
(S1,82,---,8s/) be a random permutation on S’.

Split (S1,S2,- -+, S|s/|) into blocks of sizes ¢'. Con-
sider a block (Sier41,Ster42,++ , Steryer). Notice that if
S1,S2, -+, Sy are fixed, then Sy y1, Seeryo, -+, Sterqer
are {' different sets, randomly selected from the sub-
family &\ {S1,S2,--- , S }. It < (1 —9)|S|/(BAL),
then at least (1 — §)|S|/(4A) — (1 — 0)|S|/(8A) =
(1—-19)|S|/(8A) sets from the subfamily are not equally
split by x. By Lemma 3.2, with probability at least 0.8,

to 0
(3.16)
i=tl'+1

for any choices of S1,S53,---,Si. Thus, the proba-
bility that there exists a t < (1 — 9)|S|/(8AL) sat-
isfying (3.16) is at least 1 — 0.2(0=9ISI/(BA) - Tf e
let g be the permutation over (Jgcs S according to
(81,82, ,S|s1|), then disc(g) > Q(V{) with prob-
ability at least 1 — 0.2(1=9)ISI/(BAL),

Recall that in Section 3.1, we have constructed
s = [64A¢ /(1 —§)] permutations g¢q,ga, - ,gs over
Uses S independently. With probability at most

S ’ S
0.2(1=0)[S|/(8A)xs/2 0.2481 < .4Vl
(s/2> SE B

5/2 choices of i € [s] satisfy disc, (g;) < Q(V/¢). The last
inequality used the fact that |S| > |U|/4 and s < |U] (if
the constant C' in Lemma 3.1 is large enough).

By union bound over all colorings , with probabil-
ity at least 1—2U1.0.4/U1 > 1/2, for every coloring ¥, at
least s/2 = Q(¢) partial permutations have discrepancy
Q(v/?). In other words, with probability at least 1/2,
the system of the ¢ partial permutations has average
discrepancy Q(V/7).

3.3 Completing Partial Permutations We have
almost proved Lemma 3.1, except that the obtained
“permutations” are partial. The remaining task is
to complete the partial permutations by appending
elements to their ends. In the process, we introduce
a new set V of elements. Then all the ¢ permutations
will be on U U V. Notice that appending elements does
not decrease the discrepancy. In particular, for a no
instance (U, S), the permutation system still has average
discrepancy Q(v/f). We need to ensure that in a yes
instance, no matter what the coloring for U is, we can
find a coloring for V' so that the resulting permutation
has O(1) discrepancy.

To this end, we focus on a yes instance (U, S) and
a coloring x that equally splits all sets in S. We can
assume x(U) = 0 by adding dummy elements to U.
For each partial permutation, we append the elements
of U that do not appear in the permutation arbitrarily
to its end. We thus obtain ¢ permutations of U. Let
p1,P2, - ,pe be the £ suffixes we appended to the end
of the ¢ partial permutations. Since x(U) = 0, we have
X(pi) = 0 for every i € [¢]. Now, we insert the elements
of V' to each of the sequences p; to form ¢ new sequences
q1,92, - ,qe- We guarantee that no matter what the
original coloring x is, we can find a coloring x’ for V
such that the discrepancy of the system {q1,q2, - ,q¢}
has O(1) discrepancy w.r.t to x and x’. The following
lemma is the crux of this step, which also completes the
proof of Lemma 3.1.

LEMMA 3.3. There is a large enough constant d such
that the following is true. Let U be the ground set and
P1,P2, - ,pe be £ sequences of elements in U, each of
even length. Then, we can efficiently construct a set V
of dxy . |pi| elements with UNV = 0 and ¢ sequences
Q1,92 - s qe, such that



(i) Fach sequence q; is formed by inserting all the
elements of V into p;;

(ii) For every coloring x : U — {£1} s.t x(p;) =0 for
every i € [¢], we can find a coloring x' : UUV —
{£1} such that x|y = x and discy/(q;) < L for
every i € [{].

Proof. In our construction, we shall apply some explicit
construction of expanders. Recall that the expansion of
a graph G = (V, E) is

[E(S, VA S)

O(G) =
( &

min
SCVs|SI<|V]/2

Let d be a large enough odd number such that given any
even number n > 0, we can construct in poly(n) time a
d-regular graph with n vertices and expansion at least
1. It is known that such constructions exist.

We describe obtain the sequences
q1,q2, -+, qe from py,pa, -+, pe. Let m; = |p;], and p;
denote the j*" element of the sequence p;. In the first
step, for each ¢ € [(] and j € [m;], we insert d unique ele-
ments right before p; ; in the sequence p;. Thus, we have

how we

inserted |V| = dezl m,; elements across all sequences,
and also guarantee that each element is inserted exactly
once. We use A;; to denote the set of d elements in-
serted before p; ;. Then, the set {A;; : i € [(],7 € [m;]}
forms a partitioning of V' into groups of size d. Let
Ai =Ujegny 4

In order to satisfy Property (i), we need to insert the
elements inserted into p; in the other sequences also. We
now do this in a careful manner. To this end, for each
i € [¢], we divide the dm; elements of A; into dm;/2
pairs, in the manner described in the next paragraph
(recall that m; is even). Let B; denote the set of pairs.
For every i’ € [{],i’ # i, we append the dm; elements
to the end of p;;, with the only constraint that the 2
elements of each pair in B; appear next to each other in
the appended sequence.

We now describe the requirement that our pairing
B; must satisfy. To this end, we construct a d-regular
graph H; = ([m], E,) as follows. Each vertex j € [m;]
corresponds to the set A; ;. For each pair {u,v} € B;
with u € A;; and v € A; j, there is an edge (j,7') in
Ey,. The only requirement for B; is that the associated
d-regular graph H; has expansion at least 1. Moreover,
we can easily recover a pairing from any d-regular graph
on m; vertices with expansion at least 1. This finishes
the construction of the sequences g1, - , qq.

Now, we show how we extend a coloring x : U —
{#£1} to a coloring for x' : U UV — {£1}. Suppose we
are given a coloring x : U — {£1} such that x(p;) =0
for every ¢ € [¢]. Consider the element p; ; and the d
elements A; ; inserted before p; ;. We require that the

d + 1 elements are equally split by x’. Thus, we require
X'(A4; ;) = —x(pi,;)- Then, for each pair {u,v} € B; ,
we require x'(u) + x'(v) = 0. The first condition will
ensure that the intervals we add before each p; ; have no
discrepancy, and the second condition ensures that the
pairs we add at the end of each suffix also don’t have
any discrepancy. Therefore, these two requirements
are sufficient to guarantee that the sequences {¢;} have
O(1)-discrepancy.

To this end, notice that the requirements for differ-
ent i’s are independent and thus we can focus on a fixed
i € [¢]. Then, the requirements for x’ and the set A;
are:

Z X' (u) = —x(pij)

uEA;
X (w) +x'(v) =0

vj € [mi]
VB = {u,v} € B;

For an element u € A;, let y, = . We can
then convert the above linear system to a system on y
variables:

X (w41
2

d — x(pi,; )
X:m=——%&ﬁ Vi € [mi]
u€A; ;
Yu+ Yo =1 V{u,v} € B;

We prove that the above linear system has a {0, 1}
solution. To this end, focus on the d-regular graph H;.
To gain some intuition, let us see what the above LP
is doing. Indeed, it tries to orient the edges of H so
that the in-degree of j is exactly w for every
j € [my]. To see this, for each edge corresponding to
{u,v} € Bj,u € A; j,v € A; j, welet y, = 1,y, = 0 if
the edge is oriented from j' to j and let y, = 0,y, = 1
otherwise.

Now, because x(p;) = 0, we have that the number

of edges in H; is dm;/2 = 37", %. Therefore, it
is an equivalent problem to require that the in-degree of
j is at most % for every j € [m;]. By viewing this
as a bipartite matching problem, it is easy to see that
there exists a valid orientation if and only if for every
subset S C [mi], |En,(S)| < Yies %. Here,
E(S) is the set of edges induced inside the subset S
of vertices.

Indeed, if |S| < m;/2, by the expansion property
of H;, we have |Eg,(9)| < M =Y &t <

jes 2. S
ZjeS%' On the other hand, if |S| > m;/2,

we have |Eg,(S)| < dlsl_(’;“_lsD = (d“)l?sl_mi. But
notice that 3 cq X > e x 4L 4 (IS] - 1) x
% = W, since there are at most m;/2 p; ;’s

with color 1. Thus, we have |Ep,(S)| < 3, %




in both cases. Therefore, the above system has a {0,1}
solution, which implies that the linear system with x’
variables has a {41} solution.

4 Integrality Gaps and Hardness of Broadcast
Scheduling

In this section, we show hardness of approximation
for the broadcast scheduling problem, via a reduc-
tion from the discrepancy of ¢-permutations problem.
Indeed, given an instance Zpem of ¢ permutations
T, Ty, T, ..., T, over [m'], our broadcast scheduling in-
stance Tpeast 1S then constructed as follows.

Construction of Instance Zy.s:. For a suitable
choice of parameter M to be determined later, we first
concatenate M unique copies (on different sets of vari-
ables) of each permutation 7} to generate permutation
m; over [2m’M]. In what follows, let m := 2m/M, an
even integer, be the size of the permutations m;. The
time horizon in Zpcas: is divided into 2¢ + 1 permutation
intervals (P-interval for short) Py, Pa,---, Pyiq and
20+ 1 forbidden intervals (F-interval) Fy, Fo, -+ Fopy1.
The P-intervals and F-intervals are alternately placed in
the time horizon in the form Py, Fy, Py, Fo, ..., Fopyq.
Let P; ; and F; ; denote the j-th time slot in P; and F;
respectively. The construction will often involve a pa-
rameter D which we set to be m/2 with the knowledge
of hindsight.

Defining P-intervals. Each P-interval has length
m/2. For i € [20],j € [m/2], we request 2 pages
77[1’/2],2]‘—1 and 7TH/2‘|,2]‘ of Welght I/Dii1 in time slot
P; ;. There are no requests in P-interval Py 1.

Defining F-intervals. For i € [2¢+ 1], the F-
interval F; has length mD*~!. At each time slot in
an F-interval, we request a page which is requested only
once in the instance, of weight m /D~

This completes the construction, see Figure 1. We
now start with some useful claims.

CLAIM 2. The total weight of requests in F-intervals is
O(¢m?), and that of requests in P-intervals is ©(m).

Proof. The total weight of requests in F-intervals is
Z?ﬁ{l (mD*=t x m/D71) = Z?i"l'lmQ = (20 +
1)m? = ©(¢fm?). The total weight of requests in P-
intervals is E?i1 m(1/D71) = ©(m).

CrLAM 3. There is a fractional scheduling whose aver-
age response time is O(1).

Proof. In a time slot a F-interval, we broadcast the F-
page requested in the slot. In a time slot of P;, i € [24],
we broadcast 1/2 fraction of each P-page requested in
the slot. In Pyyy1, we broadcast 1/2 fraction of all pages

in [m] in an arbitrary way. Then, each request in a F-
interval has response time 1. Consider a request in P;.
1/2 fraction of the request is satisfied immediately, with
response time 1, and the other 1/2 fraction is satisfied
at some lot in Py, with response time ©(mDi~1).
Thus, the total weighted response time is ©(¢/m?) x 1+
S, (2m x 1/D"1 x ©(mD™1)) = ©(¢fm?), and the
average response time is ©(1).

4.1 Completeness In this section, we show the fol-
lowing theorem.

THEOREM 4.1. If the system of £-permutations has av-
erage discrepancy C, then there is a broadcast schedule
for which the average response time is O(C).

Consider a balanced coloring x of the permutation
system, i.e., there are an equal number of +1’s and —1’s.
This is WLOG, as the imbalance is at most C', and hence
changes the overall discrepancy by at most a factor of
2. For i € [{], let ¢; denote the discrepancy of the !
permutation w.r.t x. Then C' =}, /L.

We now derive the broadcast schedule in a natural
manner: Firstly, we simply broadcast each page in the
F-intervals as and when the requests are released. Then,
our idea is to schedule the m/2 elements labeled +1 in
the odd P-intervals, and those labeled —1 in the even
P-intervals. Indeed, for odd P-intervals, say Ps;_1, we
schedule the elements of [m] labeled +1 in the order
in which they appear in ;. Likewise, we schedule the
elements with —1 label in even P-intervals Ps; in the
order of m;. Moreover, within each P;, we right-shift
the schedule by cr;/27 time steps in order to account for
the discrepancy, with a wrap-around to the beginning of
P;. E.g., if the original schedule is 2,7,10,9,5 and the
discrepancy of the permutation was 2, the new schedule
would be 9,5,2,7,10. This gives us the final schedule.

Let x4 = {i € [m] : x(i) = 1} and x— = [m] \ x+.
The following lemma shows that most requests in P,
are either satisfied in P; or P;41. This crucially uses
the fact that the discrepancy of p;/91 is cpjj27. The
following lemmas complete the proof of Theorem 4.1.

LEMMA 4.1. For any odd P-interval Py;_1, the requests
corresponding to elements in x— are satisfied in Ps;, and
all but the last c; requests in x4 corresponding to m; are
satisfied in Po;_1 itself. An analogous statement holds
for even P-intervals with the signs flipped.

Proof. The first part follows trivially, because all the
elements in xy_ are broadcast in P»;. Now let us focus
on the requests in x4, and suppose there exists a request
(which is not in the last ¢; requests) that is not satisfied
in P;_1. Let us consider the last such request r,
say corresponding to element m; ;. The fact that r is
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Figure 1: Constructing the broadcast scheduling instance from the ¢-permutations instance

not satisfied in P;_; means that there are at least
[(m — j)/2] + ¢ pages in x4+ scheduled among the
elements m; j, M j4+1,...,Tim. Otherwise, since there
are [(m — j)/2] slots in Py;_y after the arrival time
of the request r, and we right-shift the schedule by ¢;
units, 7 would be satisfied within Py; 1 itself.

But this gives us a witness to the fact that the suffix
Tij» Tij+1 - -+, Ti,m has discrepancy at least 2c¢;, since
there are at least [(m — j)/2] + ¢; from x4 from these
elements, and hence there can be at most [(m—j)/2]—¢;
from x_. This contradicts the fact that the discrepancy
of m; under y is ¢;.

LEMMA 4.2. The total weighted response time of the
above solution is O(C¢m?).

Proof. Each request in F-interval has a response time
of 1, and hence their total weighted response time is
O(m?¢). Now let us consider the requests in some
P-interval P»;—1 (an analogous argument works for
the requests in P»;). Each request corresponding to
elements in x_ are only satisfied in P,; and incurs
a response time of ©(mD'~!). Therefore the total
weighted response time of requests in x_ is m/2 x
1/D1 x ©(mD~1) = ©(m?) (there are m/2 requests,
each of weight 1/D'"'). Now let us focus on the
requests in x4: all but ¢; of them are satisfied in
Py, itself, giving a total weighted response time of
m/2 x 1/D71 x ©(m) = o(m?). The ¢; unsatisfied
requests are satisfied the next time the pages in x4+
are broadcast in Ps;41. Their weighted response time
is bounded by ¢; x 1/D=! x ©(mD?) = O(c;mD) =
O(c;m?).

Therefore, the total weighted response time of re-
quests in Py;_; (and similarly, P»;) is at most O(c;m?).
Summing over all i completes the proof.

4.2 Soundness In this section, we show the following
theorem.

THEOREM 4.2. Given any broadcast schedule T of av-
erage response time at most C, we can recover a col-
oring for the {-permutations instance with average dis-
crepancy O(C).

The rest of this section is devoted to the proof of
the above theorem. Our goal is to show that most
of the pages are in fact scheduled in alternating P-
intervals, from which we can recover a coloring for the /-
permutation instance. To this end, we consider a relaxed
objective function.

DEFINITION 1. In our new objective function, if a re-
quest in P; is not satisfied by the end of F; 11 by a sched-
ule T, then it is automatically satisfied at that time, in-
curring a response time until the end of Fi11, and no
broadcast is needed to satisfy the request.

Note that the average response time of a schedule can
only decrease with this modified objective function (and
hence is at most C'). The following lemma says that we
can assume in each slot of an F-interval, we broadcast
the page requested.

LEMMA 4.3. Given any schedule T for the instance, we
can construct a schedule T/ such that

o The (relazed) cost of T' is at most the cost of T.
e In each time slot of an F-interval, 7" broadcasts the
corresponding F-page requested.

Proof. Consider the first slot F; ; in an F-interval when
7 does not broadcast the requested page f requested.
Let us focus on all the unsatisfied requests at the
beginning of the slot, and define the weight of a page
to be the total weight of all unsatisfied requests for the
page at this time.

We first claim that page f has the largest weight.
Indeed, due to our assumption on Fj; being the first
slot when 7 does not broadcast the corresponding page,
all previous requests in F-intervals are already satisfied.
Thus suffices to compare f with pages in [m]|. Now,
because we relaxed our objective function, each page in
[m] has at most two unsatisfied requests: one from P;
and the other from P;_;. Thus the weight of any page
is at most 1/D*"24+1/D*"1 < 2/D"=2 = m /D! (since
D =m/2), which is the weight of f.

Now, suppose f is satisfied at some time ¢ > Fj ;.
Then we can simply switch the two broadcasts at time



F; ; and t. This does not increase the overall objective
function, because (i) f is never requested after F; ;, and
the overall weighted response time only decreases. This
completes the proof.

Therefore, we may WLOG assume that each request
in an F-interval is satisfied immediately by our schedule
7/. We also assume each page is broadcast in each P-
interval at most once: otherwise, we only keep the last
broadcast and this increases the average response time
by o(1). Now, the relaxed objective implies that any
request in P; is either (i) satisfied in P; or P41, or (ii)
automatically declared as satisfied at the end of Fj;q
according to our relaxed objective — such requests are

denoted as bad requests.
CLAIM 4. The number of bad requests is at most O(C¥).

Proof. A bad request (say from P;) incurs a weighted
response cost of at least 1/D*"! x ©(mD?) = ©(m?).
The claim follows since the total weighted response time
of the solution is O(C¢m?).

Following on the notion of bad requests, we now
categorize pages as either good or bad.

DEFINITION 2. A page is said to be “good” if it satisfies
the following properties:

(i) It is broadcast in alternate P-intervals, i.e., either
the odd intervals or even intervals.

(ii) For all i, if the page is broadcast in P;, it is
broadcast after the corresponding request for the
page arrived in P;, which depends on ;27 .

All other pages are said to be “bad”.

We will now show that most of the pages have to
be scheduled in alternating P-intervals, based on the
following intuition: (i) broadcasting the same page in
consecutive P-intervals takes up too much space, as two
consecutive P-intervals have a collective space of only m,
one slot per element, and (ii) not making a broadcast
in two consecutive P-intervals will create a bad request.

LEMMA 4.4. Given any schedule 7', we can construct
a schedule 7" such that: (i) no page is broadcast in
consecutive P-intervals, (ii) the relaxed cost of 7" is
O(C), and (i) the total number of bad pages is O(LC).

Proof. We begin by making the following definitions
and observations: Let X;;, for 1 < ¢ < 2/4 1 and
1 < j < m/2 denote the number of requests which
the broadcast 7/ satisfies at time P; ;. Notice that any
broadcast in P; can satisfy at most 1 request. Likewise,
a broadcast in Pspy1 can satisfy at most one request,

the one which arrived in Py (requests in Pyy—1 can’t
be satisfied due to our relaxed objective function in
Definition 1). Any other broadcast, say in P;, can
satisfy at most 2 requests, the ones on P; and P;_;
for the corresponding page (earlier requests are again
disallowed by Definition 1). We can therefore assign
the trivial bounds B;; on X;; where B;; = 1 if
i=1ori=20+1 and B;; = 2 otherwise.

Using the above bounds, observe that the total
number of requests that can be satisfied is at most

(4.17) > Bij= (20— 1)m+m=2m

4,J
On the other hand, there are 2¢m requests of which

O(C¥) are bad by Claim 4 and need not be served.
Therefore,

(4.18) > Xi; > 20m - O(CO)

/L).]
(4.19) =Y (Bi; — Xi;) < O(CY).
5,J

We first argue that we don’t have too many consec-
utive P-intervals in which the same page is broadcast,
and moreover, we show that we can also avoid such con-
secutive broadcasts.

Bounding Consecutive Broadcasts.

is scheduled in consecutive P-intervals
P, Pii1,...,Piyqy.  Let j(p,i') denote the timeslot
within P, where p is broadcast. Then the to-
tal number of requests these broadcasts can serve is
S Xijpiry < q+ 2, since they can only serve re-
quests which arrive in P;_1, F;, ..., Piy4. However, the
sum Z;,‘:’l B jpiy = 2(¢ +1) in (4.17). A boundary
case is when the interval starts or ends at P; or Poyq,
in which case both sums drop by one. Thus each con-
secutive interval contributes its length towards (4.19),
which means that the sum of lengths of all such intervals
is O(CY), by inequality (4.19).

We now delete all but the last broadcast in every
interval of consecutive broadcasts: for an interval of g+1
consecutive broadcasts, this will create ¢ bad requests
(each of which incurs ©(m?) weighted response time in
the relaxed objective). Since their total sum of lengths
is bounded by O(CY?), the total weighted response time
increases by O(C¢m?), and the average response time
only increases by O(C).

This proves (i) and (ii) of the claim.

Suppose
a page p

Bounding Skipped Intervals. We now bound the
number of bad pages. To this end, note that any time
a page is not broadcast in two consecutive P-intervals
P; and P, 1, there is a bad request which arrived in P;.



Hence the number of such skipped broadcasts is at most
O(CY). Every other page make broadcasts in alternate
P-intervals.

Bounding Bad Pages. Consider the m — O(CY)
pages which make broadcasts in alternate P-intervals.
Of these pages, if a page makes a broadcast in an
interval P; before the corresponding request is made
(according to the permutation 7p;/7), then it satisfies
one fewer request that its bound B; ;, and contributes
one to (4.19). Therefore, there can be at most O(CY)
such pages. By definition, every other page is good, and
this completes the proof.

Now we are ready to obtain a coloring of most of the
elements of [m], from which we will decode a coloring
for one of the M copies of the /-permutations system.

Decoding a Coloring. Consider all the good pages.
If a good page is broadcast in the odd P-intervals, color
it +1; if it is broadcast in even P-intervals, label it —1.
We now use the fact that each permutation was in fact a
concatenation of M copies of the original permutation
to recover a copy without any bad pages. Indeed, if
M = Q(C?) is large enough, then at least one copy, say
the ¢'" copy, has no bad pages. We will now show that
our coloring for this copy has average discrepancy at
most O(C) w.r.t the original permutations.

CLAM 5. If permutation w, has discrepancy ¢; accord-
ing to our coloring of the ¢ copy as defined above,
then at least Q(c;) bad requests arrive in P-intervals
Py U Py

Proof. Let us focus on the permutation copies q,q +
1,..., M. By the way we have constructed the broad-
cast instance, their requests appear contiguously in a
suffix of the P-intervals P,; 1 and P,;. Moreover, sup-
pose some suffix of length ¢ of the original permutation
7/ has discrepancy ¢; w.r.t our coloring of the ¢** copy.
WLOG, let the number of +1’s in this suffix w.r.t our
coloring be at least (¢t + ¢;)/2.

Then consider the last ¢/2 + (M — ¢)m’ time slots
of Py;_1. Note that all the pages colored +1 in the ¢*"
copy are requested in these time slots. Therefore, since
all pages in the ¢'" copy are good, at least (t + ¢;)/2
broadcasts for pages in ¢'* copy are in these slots.
Therefore, at least ¢;/2 slots are taken from the last
(M — ¢)m’/2 slots of Py;_1. Then consider the last
(M—q)m’ /2 slots in Py;_1 and the last (M —q)m//2 slots
in Py;. At least ¢;/2 pages out of the (M — q)m’ pages
corresponding to copies ¢+ 1,..., M are not broadcast
in these slots. For each of these pages, either it is not
broadcast in Py; 1 U Py; or it is before its corresponding
request is released. Both cases lead to a bad request,
and this completes the proof.

Since there are at most O(CY?) bad requests, we
obtained a coloring with average discrepancy O(C¢/f) =
O(C). This finishes the proof of Theorem 4.2.

Finally, we need to set the correct parameters to
finish the proof of Theorems 1.3 and 1.4.

We now finish the proofs of Theorem 1.3 and
1.4. For Theorem 1.3, we take the 3-permutation in-
stance (my,mq,m3) of permutation size n and discrep-
ancy Q(logn) in [28]. Then, we apply our construction
to obtain a broadcast scheduling instance with number
of time slots being T = O(n”) and number of pages
being at most N = O(T). By Claim 3, the LP solu-
tion for the instance has cost ©(1). By Theorem 4.2
and the fact that the 3-permutation system has average
discrepancy Q(logn), any integral scheduling of the in-
stance has cost Q(logn) = Q(log N). This finishes the
proof of Theorem 1.3.

For Theorem 1.4, we start from a A-uniform 4-
set splitting instance (U,S) of size n = |U|. We
let ¢ = log'n for some constant t. We construct ¢
permutations my, s, -+ ,me of length O(¢n) by apply-
ing Lemma 3.1. Using the construction in the sec-
tion, we obtain a broadcast scheduling instance of size
N = O ((n0)?**1). Thus, logN = (2¢ + 1)log(¢n) =
O(log*t n). If (U,S) is a yes instance, the permuta-
tion system II = (my,mo, - ,m) has disc(II) = O(1)
and thus there is a scheduling of average response time
O(1) for the broadcast scheduling instance. If (U, S) is
a no instance, we have avgdisc(II) = Q(¢'/?). Thus,
any scheduling for the broadcast scheduling instance
has average response time Q(£'/2). If there is a NO()-
time algorithm that approximates the cost of the broad-
cast scheduling instance within a factor of O (fl/ 2) =

O (logt/2 n) =0 (logt/Z(tH) N), then there is a ran-

domized O (No(l)) = 20(log" ™" n)_time algorithm that
distinguish between yes instances and no instances for
A-uniform 4-set splitting. Assuming NP is not con-

tained in BPTIME (21"%1’"> for any constant ¢, there is

no O <log1/ 2e n) approximation algorithm for broad-
cast scheduling instances of size n, for any € > 0. This

finishes the proof of Theorem 1.4.

5 Acknowledgements

We thank an anonymous reviewer for suggesting a mod-
ification to our hardness construction that improved the
hardness result from Q(log'/*~“n) to Q(log??* “n).



References

(1]

2l

3l

(4]

(5]

(6]

(9]

(10]

(11]

(12]

(13]

(14]

(15]

[16]

Airmedia website, http://www.airmedia.com.

N. Bansal. Constructive Algorithms for Discrepancy
Minimization.  Foundations of Computer Science,
FOCS 2010, 3-10.

N. Bansal, M. Charikar, S. Khanna and J. Naor.
Approzimating the average response time in broadcast
scheduling. Proc. of the 16th Annual ACM-SIAM
Symposium on Discrete Algorithms, 2005.

N. Bansal, D. Coppersmith and M. Sviridenko.
proved approximation algorithms for broadcast schedul-
ing. SIAM Journal on Computing, 38(3), pp. 1157-
1174, 2008.

N. Bansal, R. Krishnaswamy, and V. Nagarajan. Bet-
ter scalable algorithms for broadcast scheduling. In Au-
tomata, Languages and Programming (ICALP), pages
324-335, 2010.

A. Bar-noy, S. Guha, Y. Katz, J. Naor, B. Schieber
and H. Shachnai, Throughput Maximization of Real-
Time Scheduling with Batching, In Proc. of Soda 2002,
pp.742-751.

Y. Bartal and S. Muthukrishnan. Minimizing mazi-
mum response time in scheduling broadcasts. Proc. of
the 11th Annual ACM-SIAM Symposium on Discrete
Algorithms, pp. 558-559, 2000.

A. Blum, P. Chalasani, D. Coppersmith, W. R. Pul-
leyblank, P. Raghavan, and M. Sudan. The minimum
latency problem. In Proc. 26th Symp. Theory of Com-
puting (STOC), pages 163-171, 1994.

M. Charikar, A. Newman and A. Nikolov. Tight
hardness for minimizing discrepancy. In Proc. 22nd
Symposium on Discrete Algorithms (SODA), pages
1607-1614, 2011.

J. Chang, T. Erlebach, R. Gailis and S. Khuller.
Broadcast Scheduling:  Algorithms and Complezity.
Proc. 19th ACM-STAM Symp. on Disc. Algorithms,
pages 473-482, 2008.

M. Charikar and S. Khuller, A Robust Maximum
Completion Time Measure for Scheduling. In Proceed-
ings of the 17th ACM-SIAM Symposium on Discrete
Algorithms, pages 324-333, 2006.

K. Chaudhuri, B. Godfrey, S. Rao, and K. Talwar.
Paths, trees, and minimum latency tours. In Proc.
44th Symp. Foundations of Computer Science (FOCS),
pages 3645, 2003.

B. Chazelle. The Discrepancy Method: Randomness
and Complexity. Cambridge University Press, First
Edition, 2000.

C. Chekuri, S. Im, and B. Moseley. Minimizing
mazximum response time and delay factor in broadcast
scheduling. In 17th Annual European Symposium on
Algorithms (ESA), pages 444-455, 2009.

C. Chekuri, S. Im, and B. Moseley. Longest wait first
for broadcast scheduling. In Approximation and Online
Algorithms, pages 62-74, 2010.

DirecPC website, http://www.direcpc.com.

Im-

(17]

(18]

(19]

20]

(21]

22]

23]

[24]

(25]

[26]

27]

(28]

29]

(30]

J. Edmonds and K. Pruhs. Broadcast scheduling: when
fairness is fine. Proc. of the 13th Annual ACM-SIAM
Symposium on Discrete Algorithms, pages 421-430,
2002.

J. Edmonds and K. Pruhs. A maiden analysis of
Longest Wait First. Proc. of the 15th Annual ACM-
SIAM Symposium on Discrete Algorithms, pages 818-
827, 2004.

T. Erlebach and A. Hall. NP-hardness of broadcast
scheduling and inapproximability of single-source un-
splittable min-cost flow. Proc. 13th ACM-SIAM Symp.
on Disc. Algorithms, pages 194-202, 2002.

R. Gandhi, S. Khuller, Y. Kim and Y-C. Wan. Approz-
imation algorithms for broadcast scheduling. Proc. of
the 9th Conference on Integer Programming and Com-
binatorial Optimization (IPCO), 2002.

R. Gandhi, S. Khuller, S. Parthasarathy and A. Srini-
vasan. Dependent Rounding in Bipartite Graphs, Jour-
nal of the ACM 53 (2006), no. 3, 324-360, preliminary
version in Proc. of the Forty-Third IEEE Symposium
on Foundations of Computer Science (FOCS’02), pages
323-332, Nov. 2002.

M. Goemans and J. Kleinberg, An improved approxi-
mation ratio for the minimum latency problem, Math-
ematical Programming, 82(1), pages 111-124, 1998.

S. Im, and B. Moseley, An online scalable algorithm
for average flow time in broadcast scheduling. ACM
Transactions on Algorithms (TALG), 8(4), 39, 2012.
B. Kalyanasundaram, K. Pruhs, and M. Velauthapillai,
Scheduling broadcasts in wireless networks, Proc. of
the 8th Annual European Symposium on Algorithms,
pages 290-301, 2000.

N. Karmarkar, and R. M. Karp, An efficient approz-
imation scheme for the one-dimensional bin-packing
problem. In Proceedings of the 23rd Annual Sympo-
sium on Foundations of Computer Science (pp. 312-
320), 1982.

S. Khuller and Y. Kim, FEquivalence of Two Linear
Programming Relazations for Broadcast Scheduling,
Operations Research Letters, 32(5), pages 473-478,
2004.

S. Lovett, and R. Meka, Constructive discrepancy
minimization by walking on the edges, In 53rd Annual
IEEE Symposium on Foundations of Computer Science
(FOCS), pages 61-67, 2012.

A. Newman, O. Neiman and A. Nikolov, Beck’s
Three Permutations Conjecture: A Counterexample
and Some Consequences, In 53rd Annual IEEE Sym-
posium on Foundations of Computer Science (FOCS),
pages 253-262, 2012.

K. Pruhs, J. Sgall and E. Torng, Online Scheduling.
Handbook of Scheduling: Algorithms, Models, and
Performance Analysis, editor Joseph Y-T. Leung, CRC
Press, 2004.

J. Robert and N. Schabanel Pull-Based Data Broad-
cast with Dependencies: Be Fair to Users, not to Items.
Proc. of the 18th ACM/SIAM Symp. on Discrete Al-
gorithms (SODA), pages 238247, 2007.



[31] T. Rothvoss,  Approzimating Bin Packing within
O(log OPT = loglog OPT) bins. Proc. of the Fifty-
Fourth IEEE Symposium on Foundations of Computer
Science (FOCS ’13), to appear.

[32] J. Spencer, Siz standard deviations suffice. Transac-
tions of the American Mathematical Society, 289(2),
679-706, 1985.

A  Proofs from Section 2

A.1 Defining the Blocks, and the Costs C(S):
Proof of Lemma 2.2 We begin with the following in-
tuitive description of the original LP solution (z*,y*),
and the fractional response time o(p,t). In this proof,
we also present the details of how the blocks are con-
structed by the BCS algorithm, and present an intuitive
explanation of the first phase of their algorithm.
Random Offset Rounding for a Request. One way
to view o(p,t) is the following experiment (Lemma 1
in [4]). Say we choose « uniformly at random in (0, 1]
and transmit page p at time the earliest time t, where
the fractional broadcast has accumulated « mass of page
p from ¢, i.e., t, = argmin, y*(p,t,t’) > a. Then the
expected response time E[t, — t] for r(p,t) is equal to
the LP cost for this request.

Random Offset Rounding for a Page. We now
generalize the above intuition for getting a schedule for
a page p over an interval of time, rather than satisfying
just one request r(p,t): To this end, consider a time
interval I = [t1,t5] such that y*(p,t1,t2) > 2. Notice
that head(I) and tail(I) are both non-empty intervals.
We now obtain a broadcast sequence of page p as
follows: Choose the offset o uniformly at random in
(0,1]. For i € Zy, define t;y, to be the smallest
t' < ty st y*(p,t1,t') > i+ a. If no such ¢ exists,
set ;4o = 00. Then, we transmit page p at times t;yq,
and stop broadcasting when ¢;1, = 0o. The schedules
for different offsets satisfy the following properties.

CLAM 6. Consider an interval I = [t1,ta] s.t
y*(p,t1,t2) > 2. Define frac(z) = x — |z| for x > 0.
Then,

(i) If a < frac(y*(p,t1,t2)), then the offset o makes
[y*(p,t1,t2)] broadcasts within I. On the other hand,
if @ > frac(y*(p,t1,t2)), then it makes |y*(p,t1,t2)]
broadcasts.

(i) The broadcast schedules of two possible offsets
ay,as  are  “interleaving”:  between two successive
transmissions of ay, there is exactly one transmission
made by as.

Proof. The proof is quite straightforward. Indeed,

suppose « < frac(y*(p,t1,t2)). Then notice that, for
i = |y*(p,t1,t2)] is the largest index for which the
quantity argmin, (y*(p,t1,t') > i + «) is at most o,
and therefore ¢, is finite. Therefore, the offset makes
broadcasts for i = 0,1,...,|y*(p,t1,t2)], giving us the
desired count. The case of larger o has a similar proof.

For the second part, suppose a; < as WLOG.
Then notice that for any ¢ > 0, argmin, (y*(p, t1,t') >
i+ a1) < argmin,(y*(p,t1,t') > i + a2), and
also that argmin, (y*(p,t1,t') > ¢+ 1+ 1) >
arg min,, (y*(p,t1,t') > ¢ + az). The first inequality
holds because a; < as, and the second because as < 1.
Therefore, there is precisely one broadcast ay makes be-
tween two successive broadcast of a;.

Furthermore, for the random schedule obtained, we
can show (by applying the random offset argument)
that the expected response time for all the requests
that arrive in head(I) is equal to their total LP cost.
Note that requests in tail(I), however may not even be
satisfied by this schedule (for some choices of «).

The BCS Algorithm [4]. The main result of the
first phase of [4] is that we can make the LP choose
one offset integrally in each block, by allowing a small
backlog. To achieve this, for each page p, it divides the
time horizon [1, Tihax + 1] into disjoint intervals called
blocks (which we will define later). Then, it solves an
LP which picks one offset schedule for the corresponding
page within each block, so as to (i) minimize the average
response time, and (ii) ensure that the backlog is small.
But what is the objective function of this LP? To this
end, let us now try to see what the cost of choosing
an offset « in block B for page p is: Indeed, by the
random offset rounding above, the tentative schedule
of this offset transmits at times {t; 1, }. Therefore, each
request arriving at time ¢ € head(B) has a fixed response
time of ¢y —t where ¢; is the smallest time after ¢ when
the page is transmitted by the offset.

But how do they handle the requests in tail() for
each block? Such requests may not have any well-
defined t; within this block, and may only be satisfied
by the next block for this page. This is in fact the
main criterion for how BCS defines the blocks! Indeed,
given a left end point ¢; for an interval, the right end
point to of the block [t1,t2) is chosen in such a way that
any request in tail([t1, t2)) incurs a small cost, even if is
“moved” to to, the starting time of the next block. The
following definition helps to this end.

DEFINITION 3. (p-GOOD TIMESTEP) Given a timestep
t1 and a page p, we say that a timestep ty is “p-good”
if o(p,t2) < 20(p,7) for all T € tail([t1, ta]).

Moreover, they show (Lemma 2 in [4]) that a p-good
timestep exists in any large enough interval.



LEMMA A.1. Any time interval [ti,t3] such that
y*(p, t1,ta) > log Tmax contains a p-good timestep.

As a result, we have the following useful corollary.

COROLLARY A.1. For any page p, and a block B
for that page, the cumulative broadcast y*(p, B) <
O(log Tinax)

For each page, BCS repeatedly uses the above lemma to
partition the time horizon into disjoint intervals called
blocks. Note that Corollary A.1 and Claim 6 together
prove property (i) of Lemma 2.2. Claim 6 also proves
property (ii) of Lemma 2.2.

By virtue of the way these blocks are chosen, we can
intuitively “move” all requests in tail(T) to the beginning
of the next interval. Formally we now define the cost of
choosing a particular offset for a block. To this end, the
cost C(S) of a shift S = (B, a) for a page p is calculated
as follows:

(i) Let B_1 be the block corresponding to page p which
is immediately before B, and consider the requests
in its tail. Move all those requests to the starting
time ty of block B. These requests now belong to
B.

(ii) For any request for page p in B arriving at t
(including the requests moved from the previous
block), let #' denote the earliest time after ¢ the
page is broadcast according to the schedule defined
by offset a, i.e., {tita : tita € B}. Then, the
request contributes ¢ — ¢ + 1 to the cost C(S). If
no such time exists, then this request is satisfied
in the next block, so we would have “moved” the
request to the next block in step (i): in this case,
include the moving cost t; — ¢t to C(S) where t; is
the ending time of the this block (which is also the
starting time of the next block).

Property (iii) is proved in Bansal et al. [4], Lemma
5. It is easy to see that property (iv) follows from
the way we have defined the cost C(S) above. This
completes the proof.

A.2 Adaptations of the Lovett Meka Partial
Coloring Theorem We recall the actual theorem
statement from [27], and then explain how our extra
requirement can be handled. Indeed, Lovett and Meka
show the following theorem.

THEOREM A.l. [27]] Let 'y € [0,1]™ be any start-
ing point, 5 > 0 be an arbitrary error parameter,

V1y...,U, € R™ vectors and A1, ..., A, > 0 parameters
with
n 2 m
Al EETALE ey
(A-1) e =16

=1

Then there is a randomized O((m + n)3/82)-time algo-
rithm to compute a vector z € [0, 1]™ with

(i) z; € [0,6] U[l —6,1] for at least half of the indices
j € [ml,
(i) |vi -z —v;-y| < Ail|vill2, for each i € [n].

In order to incorporate our adaptation, we go into
the details of their proof. In particular, their proof goes
through unchanged all the way up to Claim 14. Here,
they consider two cases, based on whether A; is small
or large, and bound the small set by m/16. Here, in our
case, the small set is bounded by 10m/16 (by adding
an extra 5m/8). Therefore, the resulting bound in the
claim becomes 12m/16 instead of m/4.

The next change happens in Claim 16, where, if we
replace the bound of m/4 from Claim 14 with 12m/16,
we get m/16 instead of 0.56m. The rest of the proof is
identical.



