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### Restricted Assignment Makespan Minimization

**Given:**
- $M$: $m$ machines
- $J$: $n$ jobs
- $p_j$: processing time of job $j$
- $M_j \subseteq M$: machines $j$ can be assigned to

**Goal:** assign jobs to machines, minimize makespan: find $\sigma: J \rightarrow M$ such that $\sigma(j) \in M_j$, $\forall j \in J$

**minimize**

$$\max_i \sum_{j \in \sigma^{-1}(i)} p_j$$

**Known Results**
- 2-approximation [LST90]
- 3/2-hardness of approximation
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Given:
- $M$: $m$ machines
- $J$: $n$ jobs
- $p_j$: processing time of job $j$, $p_j \in \{\epsilon, 1\}$
- $M_j \subseteq M$: machines $j$ can be assigned to

Goal: assign jobs to machines, minimize makespan = max. load:
- find $\sigma: J \rightarrow M$ such that $\sigma(j) \in M_j$, $\forall j \in J$
- minimize $\max_{i \in M} \sum_{j \in \sigma^{-1}(i)} p_j$

Known Results
- 2-approximation [LST90]
- $7/6$-hardness of approximation
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Theorem

There is a polynomial time \((2 - \delta^*)\)-approximation algorithm, for the \((1, \epsilon)\)-restricted assignment makespan minimization, where \(\delta^* > 0\) is a constant independent of \(\epsilon\).

- Remark: there is a simple \((2 - \epsilon)\)-approximation
- Think of \(\epsilon = o(1)\)
- Remark: \(\delta^*\) is tiny

Why is \((1, \epsilon)\)-Restricted Case Interesting?

- Simplest case: we did not know better-than-2-approximation
- Captures difficulties of general problem
- \([Sve11]\) used this case to deliver ideas
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Natural LP Relaxation

- **[LST90]** based on natural LP relaxation
- \( x_{i,j} \in [0, 1], i \in M, j \in J \): whether \( j \) is assigned to \( i \)
- \( x_{i,j} = 0 \) if \( i \notin M_j \)

\[
\begin{align*}
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\( \frac{(1 - \eta)}{\epsilon} \) small jobs
Compact LP for $(1, \epsilon)$-Restricted Case, \(\OPT = 1\)
Compact LP for \((1, \varepsilon)\)-Restricted Case, \(\text{OPT} = 1\)

- \(x_{i,j} \in [0, 1], i \in M, j \in J\): whether \(j\) is assigned to \(i\)
- \(x_{i,j} = 0\) if \(i \notin M_j\)

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]

\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]
Compact LP for $(1, \epsilon)$-Restricted Case, OPT = 1

- $x_{i,j} \in [0, 1], i \in M, j \in J$: whether $j$ is assigned to $i$
- $x_{i,j} = 0$ if $i \notin M_j$

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]
\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]
\[
\sum_{j \in J_{\text{big}}} x_{i,j} + x_{i,j'} \leq 1 \quad \forall i \in M, j' \in J_{\text{small}}
\]

$(1 - \eta)/\epsilon$ small jobs

Light job assignment

Integrality gap = $\frac{3}{2}$
Compact LP for $(1, \epsilon)$-Restricted Case, $\text{OPT} = 1$

- $x_{i,j} \in [0, 1], i \in M, j \in J$: whether $j$ is assigned to $i$
- $x_{i,j} = 0$ if $i \notin M$

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]

\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]

\[
\sum_{j \in J_{\text{big}}} x_{i,j} + x_{i,j'} \leq 1 \quad \forall i \in M, j' \in J_{\text{small}}
\]

- Light job assignment $\leq 1 - \eta \Rightarrow$ fractional solution invalid
Compact LP for $(1, \epsilon)$-Restricted Case, $\text{OPT} = 1$

- $x_{i,j} \in [0, 1], i \in M, j \in J$: whether $j$ is assigned to $i$
- $x_{i,j} = 0$ if $i \not\in M_j$

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]

\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]

\[
\sum_{j \in J_{\text{big}}} x_{i,j} + x_{i,j'} \leq 1 \quad \forall i \in M, j' \in J_{\text{small}}
\]

- Light job assignment $\leq 1 - \eta \Rightarrow$ fractional solution invalid
Compact LP for \((1, \epsilon)\)-Restricted Case, \(\text{OPT} = 1\)

- \(x_{i,j} \in [0, 1], i \in M, j \in J\): whether \(j\) is assigned to \(i\)
- \(x_{i,j} = 0\) if \(i \not\in M_j\)

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]

\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]

\[
\sum_{j \in J_{\text{big}}} x_{i,j} + x_{i,j'} \leq 1 \quad \forall i \in M, j' \in J_{\text{small}}
\]

- Light job assignment \(\leq 1 - \eta \Rightarrow\) fractional solution invalid
Compact LP for \((1, \epsilon)\)-Restricted Case, \(\text{OPT} = 1\)

- \(x_{i,j} \in [0, 1], i \in M, j \in J\): whether \(j\) is assigned to \(i\)
- \(x_{i,j} = 0\) if \(i \notin M_j\)

\[
\sum_{j \in J} p_j x_{i,j} \leq 1, \quad \forall i \in M
\]

\[
\sum_{i \in M} x_{i,j} = 1, \quad \forall j \in J
\]

\[
\sum_{j \in J_{\text{big}}} x_{i,j} + x_{i,j'} \leq 1 \quad \forall i \in M, j' \in J_{\text{small}}
\]

- Light job assignment \(\leq 1 - \eta \Rightarrow\) fractional solution invalid
- Integrrality gap = 3/2
Outline

1. Introduction

2. $(2 - \delta^*)$-Approximation for $(1, \epsilon)$-Restricted Assignment
   - Natural LP and Compact LP Relaxations
   - $(p, q)$-Canonical Instance
   - Overview of Rounding Algorithm
(\(p, q\))-Canonical Instance

machines  ■  ■  ■  ■  ■  ■  ■
\((p, q)\)-Canonical Instance

- Big job \(j\): "private" set \(M_j\) of \(p\) machines;
- \(\{M_j\}_{j \in J_{\text{big}}}\) form a partitioning of \(M\)
\( (p, q) \)-Canonical Instance

- Big job \( j \): “private” set \( M_j \) of \( p \) machines;
  - \( \{M_j\}_{j \in J_{\text{big}}} \) form a partitioning of \( M \)
- Small job has size \( 1/q \) (instead of \( \epsilon \))
(p, q)-Canonical Instance

- Big job \( j \): “private” set \( M_j \) of \( p \) machines;
  - \( \{M_j\}_{j \in J_{\text{big}}} \) form a partitioning of \( M \)
- Small job has size \( 1/q \) (instead of \( \epsilon \))
- Small job can be assigned to exactly 2 machines
(p, q)-Canonical Instance

- Big job $j$: "private" set $M_j$ of $p$ machines;
  - $\{M_j\}_{j \in J_{\text{big}}}$ form a partitioning of $M$
- Small job has size $1/q$ (instead of $\epsilon$)
- Small job can be assigned to exactly 2 machines
- Associated fractional assignment:
(p, q)-Canonical Instance

- Big job \( j \): “private” set \( M_j \) of \( p \) machines;
  - \( \{M_j\}_{j \in J_{\text{big}}} \) form a partitioning of \( M \)
- Small job has size \( 1/q \) (instead of \( \epsilon \))
- Small job can be assigned to exactly 2 machines
- Associated fractional assignment:
  - \( j \in J_{\text{big}}, \forall i \in M_j: x_{i,j} = 1/p \)
(p, q)-Canonical Instance

- Big job $j$: “private” set $M_j$ of $p$ machines;
  - $\{M_j\}_{j \in J_{\text{big}}}$ form a partitioning of $M$
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\[
\frac{1}{p} + \frac{1}{q} \left[ \left( 1 - \frac{1}{p} \right) d_{\text{in}}(i) + \frac{1}{p} d_{\text{out}}(i) \right] \leq 1, \quad \forall i \in M
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Lemma (follows from [LST90])

**Semi-integral assignment of makespan $T$**

$\Rightarrow$ **integral assignment of makespan $T + \epsilon$**

- Given assignment of big jobs:
  assigning small jobs = network-flow problem, easy

Definition (Good Assignment of big Jobs)

An assignment $f : J_{\text{big}} \rightarrow M$ of big jobs is **good** if small jobs can be fractionally assigned so that the makespan is $2 - \delta$. 
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Theorem (From Hall’s Theorem)

An assignment \( f: J_{\text{big}} \rightarrow M \) is good iff

\[
\forall S \subseteq M: |S \cap f(J_{\text{big}})| + 1 \leq (2 - \delta^*) |S|.
\]

\((*)\)

Goal: find \( f: J_{\text{big}} \rightarrow M \) so that \((*)\) holds for every \( S \subseteq M \).
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Theorem (From Hall’s Theorem)

An assignment \( f : J_{\text{big}} \rightarrow M \) is good iff \( \forall S \subseteq M \):

\[
|S \cap f(J_{\text{big}})| + \frac{1}{q} E_{S,S} \leq (2 - \delta)|S|.
\]

(*)
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Theorem (From Hall’s Theorem)

An assignment $f : J_{\text{big}} \rightarrow M$ is good iff $\forall S \subseteq M$:

$$|S \cap f(J_{\text{big}})| + \frac{1}{q} E_{S,S} \leq (2 - \delta)|S|. \quad (*)$$
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An assignment \( f : J_{\text{big}} \rightarrow M \) is good iff \( \forall S \subseteq M : \)

\[
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\]

_goal: find \( f : J_{\text{big}} \rightarrow M \) so that \( (*) \) holds for every \( S \subseteq M \).
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- A edge in \(G\) is **dense** if it has many parallel edges, and **sparse** otherwise.

  **Case 1:** all edges are sparse:
  - Randomly assign big jobs to machines
  - Apply uniform LLL

  **Case 2:** all edges are dense:
  - Pre-processing, randomly assign big jobs to machines
  - Apply LLL, related to Galton-Watson process
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- A edge in \(G\) is **dense** if it has many parallel edges, and **sparse** otherwise.

**Case 1**: all edges are sparse:
- Randomly assign big jobs to machines
- Apply uniform LLL

**Case 2**: all edges are dense:
- Pre-processing, randomly assign big jobs to machines
- Apply LLL, related to Galton-Watson process
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