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ABSTRACT
Noise is unwanted in high quality images, but it can aid image tam-
pering. For example, noise can be intentionally added in image
to conceal tampered regions or to create special visual effects. It
may also be introduced unnoticed during camera imaging process,
which makes the noise levels inconsistent in splicing images. In
this paper, we propose a method to expose such image forgeries by
detecting the noise variance differences between original and tam-
pered parts of an image. The noise variance of local image blocks
is estimated using a recently developed technique [1], where no
prior information about the imaging device or original image is re-
quired. The tampered region is segmented from the original image
by a two-phase coarse-to-fine clustering of image blocks. Our ex-
perimental results demonstrate that the proposed method can effec-
tively detect image forgeries with high detection accuracy and low
false positive rate both quantitatively and qualitatively.
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Security
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1. INTRODUCTION
With the rapid growth of the Internet and the popularity of digital

imaging devices, digital imagery has become our major informa-
tion source. Meanwhile, the development of image manipulation
techniques employed by most image editing software brings new
challenges to the credibility of photographic images as the definite
records of events. Consequently, forensic tools aiming to verify the
integrity of the digital images are in high demand and have hence
drawn significant attention.
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Figure 1: Two image forgeries. (left) A forgery is generated with artifi-
cially added noise to create a falling snow/rain effect. (right) The image
region of a toy puppy cropped from one source image is spliced with the
other source image to make a composite image, where the noise levels
in the two source images are distinct.

Image noise is the variation of brightness of pixels intrinsic in
the image acquisition and processing processes. Due to the inher-
ent characteristics of each individual camera sensor, the variance of
noise in an untampered image is in general uniform across the en-
tire image. When image regions from different images with differ-
ent intrinsic noise levels are combined together to create a forgery,
or noises are intentionally added in forged regions to conceal tam-
pering [2] or to add special visual effects, the inconsistency of noise
level in different regions of the image can be used to expose the
tampered regions. Fig.1 shows two image forgeries in which the
image noise is involved. For the example shown in the left panel,
a falling rain/snow appearance is created on the window using ar-
tificially added noise for special visual effect. In the right panel,
a splicing image is generated from two individual source images
with different noise levels, where the image noise is introduced un-
intentionally.

In this work, we propose a new detection method to effectively
locate image forgeries based on inconsistency in image noise lev-
els. The image in question is first segmented into image blocks
for initial noise estimation by the technique introduced in [1], and
clustered into clean and tampered blocks. The detected suspicious
regions are further segmented into smaller blocks for refined noise
estimation and classification in the second phase to obtain final de-
tection results. Our experiments show that this coarse-to-fine strat-
egy improves the detection accuracy and reduces the computation
complexity.

2. BACKGROUND
Noise is usually artificially added to help make digital image

forgeries. Digital cameras may also bring noise automatically dur-
ing the imaging process. Both artificially added and automatically
introduced noise can be utilized to detect image tampering.



One can manipulate digital image by adding noise either to hide
the results of image tampering or to create special visual effects.
First, after the process of image manipulation, tampered regions
usually exhibit suspicious statistical characteristics compared to the
surrounding areas. To remove the traces of image manipulation,
one easy and direct approach is to conceal the tampered regions
with artificially added noise [2]. Second, the development of ad-
vanced image editing software helps improve the image viewing
quality by conveniently creating special visual effects in images,
where image noise plays an important role in many of these tam-
pering operations. For example, with just a few operations using
Photoshop, a convincing forgery with a falling rain/snow effect can
be generated. In both manipulation cases, the intentionally added
noise can be detected and hence serves as a strong evidence of im-
age tampering.

On the other hand, the image noise may be introduced automat-
ically by cameras themselves. ISO speed, a term referring to the
sensitivity of a film to light, was widely used in the age of film cam-
eras. Nowadays, as digital cameras dominate the market, ISO speed
is still a critical factor affecting the quality of output photographs.
ISO speed measures the sensitivity of imaging sensor, which is a
important factor in determining the shutter speed and aperture in
order to set appropriate exposure time. To obtain high quality pho-
tos, ISO speed is set to proper values under various light conditions.
Generally, high ISO mode is typically used in low light conditions
where the imaging sensor is set to more sensitive to light, which
however makes the output photos noisier. On the other hand, low
ISO mode is used when the light is strong, which results in finer
grains in the output photos due to the lower sensitivity of the sen-
sor to the light. A splicing forgery is usually generated from two
individual source images captured by different cameras in different
time, where the shooting scenarios are typically not exactly same.
The inconsistency of noise level within the image hence can be
used as evidence to identify the tampered regions. As the noise
level difference between source images is usually unnoticed from
the tampering perspective, this technique can be very effective for
image splicing forgery detection.

3. PREVIOUS WORK
In digital image forensics, image noise has been widely used

for source identification and manipulation detection. Related prior
work falls roughly into three major categories.

In the first category, noise is used as a distinct feature for cam-
era model identification. In [3], the photo-response nonuniformity
(PRNU), which is a unique stochastic characteristic of imaging sen-
sors, is employed as an intrinsic fingerprint to identify the source
camera for a given image by pattern correlation. The method is im-
proved in [4] for PRNU estimation with fewer training images and
further used for image tampering detection. The major limitation
of this type of methods is that they depend on the knowledge of
specific camera models.

Recently, another category of methods are developed, which use
extraction of additional noise features plus the aid of supervised
learning algorithm. In [5], demosaicing characteristics are com-
bined with PRNU in a two-round learning process to identify cam-
era model. The method is further integrated into a single classifi-
cation model [6] using support vector machine with a radial basis
function. This class of techniques is extended for digital scanner
identification in [7, 8]. By extracting the statistical noise features
from image denoising operations, wavelet analysis, and neighbor-
hood predication, another feature based approach [9] is proposed to
detect image tampering. However, the supervised learning method
does not provide the exact extent and location of the tampered re-

Figure 2: Illustration of the proposed image forgery detection method.

gions. Another limitation is that only several specific camera mod-
els are examined by the learning algorithm, while the detection per-
formance on other random selected camera models is unknown.

In the last category, image noise variance is estimated at local
image blocks to locate suspicious regions. In [2], noise variance
is estimated by computing the second and fourth moments at each
local image block. But the method assumes that the kurtosis of the
original signal and of the noise is known. Another recently devel-
oped method [10] uses a median-based estimator to compute the
variance of noise at each image block in high frequency sub-band
of the wavelet transformed image. These image blocks are then
merged by examining noise difference between neighboring blocks
to form various homogenous regions. Although this method can lo-
cate tampered regions, the detection accuracy and the false positive
rate are not extensively evaluated. Meanwhile, the computation of
the proposed algorithm can be expensive due to the inefficient re-
gion merging algorithm.

4. METHOD
In our method, an image is first segmented into non-overlapping

image blocks. The noise variance at each local image block is com-
puted using an effective noise estimation method [1]. A clustering
step is then employed to separate these image blocks into clusters
based on the similarity of their estimated noise. The primary steps
involved in the proposed method is summarized in Fig.2.

4.1 Image Noise Estimation
It has been widely observed that the second order statistics for

natural images are invariant with regards to scale [11]. Empiri-
cal observations suggest that the kurtosis (related with fourth-order
cumulant) of natural images is also constant across different scales.
Based on this assumption, a method is proposed in [1] to estimate
the level of noise added to a clean image at various stages of pro-
duction.

The distribution of a clean nature image x is non-Gaussian in
the band pass filtered domain such as wavelet and DCT. They can
be well fitted with a Generalized Laplacian Model with the density
function:

f (x) =
α

2σxΓ(1/α)
e−(|x|/σx)α , (1)

where α is the shape parameter andσx is the scale parameter. Hence,
the kurtosis of image x is represented as:

κx =
Γ(1/α)Γ(5/α)

Γ(3/α)2 . (2)

Now suppose a white Gaussian noise η of zero mean and unknown
variance σ2

n is added to the image x to obtain an image y, denote as:



y = x + η. The kurtosis of y is then computed [2] as:

κy =
κx − 3(

1 +
σ2

n
σ2

x

)2 + 3. (3)

The kurtosis ky and varianceσ2
y in Eq.(3) can be estimated by image

y. As σ2
x = σ2

y − σ
2
n, so if kx is known, we can solve a nonlinear

equation to obtain σ2
n. However, typically we don’t know kx in

practice. But if assuming that the kurtosis satisfies scale invariance
(i.e., be constant across different frequency bands), we can solve a
nonlinear optimization problem:
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, (4)

where the response image yi is produced by the convolution of y
with the ith filter from the N × N DCT basis.

The noise estimation algorithm over the image y can be summa-
rized as the following major steps:

1. Conversion to DCT domain: Produce the response image
yi by the convolution of y with each filter i from the 8 × 8
DCT basis.

2. Computation on response images: Compute variance σ2
yi

and kurtosis κyi for each response image yi.

3. Noise estimation: The variance of the added noise and the
kurtosis of the original clean image can be estimated by min-
imizing Eq.(4) using the MATLAB fminsearch function.

It should be noted that even though we assume the additive white
Gaussian noise in the pixel domain, this is not as restricted as it
seems, as very non-Gaussian independent noise in the pixel domain
will mix in to be Gaussian noise in the filter domain due to the
central limit theorem and noise independence.

4.2 Block Size Evaluation
To locate suspicious image regions, the tampered image is seg-

mented into non-overlapping square image blocks for local noise
estimation. Generally, the accuracy of noise estimation relies on
the size of image block. To select an appropriate block size for the
image segmentation, we evaluate the estimation performance by
applying the noise estimation algorithm [1] on randomly selected
image blocks with various sizes.

More specifically, we randomly crop square regions from the 25
sample images in KODAK dataset1 to produce the image blocks
for size evaluation. The source images in the KODAK dataset are
typical nature images where both homogeneous and texture areas
are included. The image blocks generated are of size 16 × 16,
32 × 32, 64 × 64, 128 × 128 and 256 × 256 pixels respectively.
For each type of block size, we produce 100 image blocks which
are randomly cropped at different locations from the images in KO-
DAK dataset. The cropped image blocks are processed by adding
zero mean white Gaussian noise with standard deviation σ = 25.
The means and standard deviations of the estimated noise level
at each of the 100 image blocks with various sizes are shown in
Fig.3, where the green horizontal line is the ground truth level of
the adding Gaussian noise. The evaluation results demonstrate that
the noise estimated for large image blocks is generally more accu-
rate and stable than for smaller ones as more statistical information
is utilized.
1image source: http://r0k.us/graphics/kodak/.

Figure 3: The means and standard deviations of the noise levels esti-
mated for image blocks with various sizes.

Based on the experimental results on block size evaluation, a
two-phase coarse-to-fine strategy is implemented to detect image
forgeries. We first segment the noise tampered image into 64 × 64
pixel blocks for initial detection. In the second phase, only sus-
picious image regions revealed by the initial detection are further
segmented into 32 × 32 pixel blocks for refined detection.

4.3 Initial Detection
Our method begins by segmenting the image into 64 × 64 pixel

image blocks for initial detection because the blocks of this size
can reach the best tradeoff between the stability of the noise esti-
mation and the precision of locality. The noise variance for each of
these blocks is then computed using the estimation algorithm of [1]
that is briefly described in section 4.1. Due to the noise introduced
during the tampering process, the image blocks located within the
tampered regions generally have distinct noise variances compared
with the uniform noise variance across the image. In case of image
splicing, the noise variance of the image region cropped from one
source image is typically different from that of the remaining part
of that image which is obtained from the other source image.

We then apply the k-means algorithm to classify the estimated
noise levels and group all image blocks into two clusters. The clus-
ter with fewer blocks is treated as tampered region, assuming that
the area of the tampered region is usually smaller than their au-
thentic counterparts. Note that the noise level of image regions
with complex textures or edges may also have different noise lev-
els, and become false detections. Consequently, we apply a refined
detection in the second step to further improve overall detection
accuracy by reducing false positives.

4.4 Refined Detection
In the second phase of our tampering detection method, we pro-

cess a refined detection using smaller image blocks to further im-
prove overall detection accuracy. More specifically, for each of
those 64 × 64 pixel blocks within the suspicious image regions lo-
cated by the initial detection, we further segment them into 4 non-
overlapping 32×32 pixel image blocks and estimate the noise vari-
ance for each block using the same algorithm specified in section
4.1. Due to the noise variance in 32× 32 pixel blocks being related
to the enclosing 64 × 64 blocks, our estimation is a weighted sum
of the two estimations, which is 20% of the 32 × 32 pixel blocks
and 80% 64 × 64 pixel blocks.

We further classify these 32×32 pixel blocks using a k-means al-
gorithm based on both their noise variance and image coordinates,
where neighboring blocks have higher probability to be classified
as belonging to a same cluster. To avoid parts of tampered region



Figure 4: The BDA/BFP rates for image forgery tampered at noise
level with standard deviations from 1 to 10.

being removed falsely, we process an additional step to examine
the two clusters of image blocks classified by the k-means algo-
rithm. More specifically, denote the c1 and c2 as the mean value
of the estimated noise levels of the blocks in these two clusters re-
spectively, we keep the two clusters when |c1 − c2| ≤ σl, where
σl is the noise standard deviation of the cluster with more image
blocks. The 32 × 32 pixel blocks with sufficiently different noise
variance and spatial distance from the bulk of the suspicious image
blocks are treated as non-tampered and removed. The image re-
gions covered by the remaining image blocks are the final detected
noise-tampered regions.

For images with multiple regions tampered by noise with differ-
ent variances, we run our detection algorithm several rounds with
the detected tampered regions masked out from the next round
search. The whole algorithm stops when no tampered region is
found larger than a preset area threshold.

5. EXPERIMENTS
In this section, we evaluate the proposed detection method ex-

perimentally. We first generate a set of forged images based on one
uncompressed true color image in KODAK dataset. A randomly
chosen square region of size 192 × 192 pixels corresponding to
3.12% of total image area is tampered with white Gaussian noise,
with variances in the range of [1, 10] with step size 1. For each of
the 10 noise levels, we generate 100 tampered images, resulting in
a total 1000 forged images.

We use two quantitative measures to evaluate the performance
of our forgery detection method. Denote Ω as the number of im-
age blocks in the true noise tampered region, and Ω̃ as the number
of image blocks in the detected region. We define the block detec-
tion accuracy (BDA) rate as the fraction of image blocks in noise-
tampered region that are correctly identified, i.e., BDA = |Ω̃∩Ω|

|Ω|
and

the block false positive (BFP) rate as the fraction of image blocks in
untampered region that are detected falsely as from noise-tampered
region, i.e., BFP = |Ω̃−Ω|

|Ω̃|
.

To reduce the effect of random samples, each pair of BDA/BFP
rates is computed as the averages over all 100 forged images tam-
pered at each noise level. The resulting BDA/BFP curves for vari-
ous added noise levels are shown in Fig.4. It can be observed from
the figure that the BDA/BFP rates are usually sufficient to identify
the tampered regions visually for noise standard deviation larger
than 2. The BFP rate drops sharply to 0% as the variance of added
noise becomes distinct and hence easy to detect. On the other hand,
the BDA also drops slowly but keeps relatively stable around 70%
as the added noise level increases. This is expected, as the absolute
noise estimation error becomes large when the noises with higher
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Figure 5: Image forgeries tampered with various levels of added noise
and the detection results using our method. See text for details.

variance are added, which makes the partition of the tampered and
untampered region more difficult.

Furthermore, we evaluate our forgery detection method qualita-
tively on a set of forgery created by the splicing of two individual
images. As shown in the left column of Fig.5, one authentic im-
age in the Kodak dataset is spliced with an image region cropped
from another authentic image in the same dataset to generate forged
images. During the splicing, the cropped region is processed by
adding zero mean white Gaussian noise with standard deviation σ
= 5, 10 and 15 respectively. Shown in the right column of Fig.5
are the detection results of the proposed method on these forged
images. It can be observed that the overall detection accuracy is
improved for the added noises with higher variance because they
are relatively easy to detect.

As a more realistic test, we applied our method to detect image
splicing where the forgery is created with individual source images
captured in distinct shooting scenarios. Shown in Fig.6 is the detec-
tion result of a forged image obtained by the splicing of two indi-
vidual images downloaded from image hosting website Flickr.com,
where the original image 1 was captured by a SONY DSC-H20 dig-
ital camera with ISO speed 400 and the original image 2 was cap-
tured by a Canon EOS-60D digital camera with ISO speed 1600.
The forgery is generated by the splicing of the image region of a
toy puppy cropped from the image 2 with the general background
of the image 1. The size of the cropped image region is also scaled
down to fit the background better. The detection result shows that
our detection method can accurately expose the extent and location
of the tampered region based on the inconsistency of noise level in
different portions of the forged image. Note that the image noise



Figure 6: Detection result of our method on one realistic image splicing forgery. (top left) Original image 1 captured by a SONY DSC-H20 digital
camera with ISO speed 400. (top right) Original image 2 captured by a Canon EOS-60D digital camera with ISO speed 1600. (bottom left) A spliced
image generated from part of the image 1 and of the image 2. (bottom right) Detection result. See text for details.

automatically introduced by the imaging device of digital camera
is usually non-Gaussian and not simply additive. Fortunately, our
method makes no assumption on the form of the underlying distri-
bution of noise in the pixel domain and hence can detect the splic-
ing forgery simply based on the noise level differences, where the
ISO speed plays an important role.

With the aid of sophisticated photo editing software Photoshop,
we may create more interesting forgery in single image by some
latest tampering techniques widely used in Photoshop user groups.
An example is shown in Fig.7, where a falling rain/snow appear-
ance is created on a kitchen window. As one of the most important
step, the image noise is artificially added to the original image dur-
ing the manipulation process. The detection results demonstrate
that the proposed method can also find the tampered region with
reasonable accuracy.

6. DISCUSSION AND FUTURE WORK
In this paper, we describe a novel method for image forgery de-

tection based on the clustering of image blocks with different noise
variances. The variance of image noise at each local image block
is estimated blindly using properties of natural images [1]. Our
method finds both the extent and location of the tampered region
by clustering image blocks according to their estimated noise lev-
els. The advantage of the proposed method is that it requires no
prior knowledge of the imaging device or of kurtosis of the orig-

inal image. Experimental results show that the proposed method
can expose tampered regions concealed by image noise or forgeries
created using artificially added noise for special visual effects. The
forgeries generated by image splicing can also be effectively iden-
tified using our method based on the inconsistency of noise level in
the spliced image regions.

For future works, one direction we would like to further study
is if our current detection method is applicable to detect noise in-
consistency due to different JPEG compression qualities, as this is
usually the case when two image regions are spliced together. We
would also like to study the robustness of the proposed algorithm
with regards to several imaging conditions. Finally, we are also in-
terested in combining the current detection method with other noise
based features to increase the detection performance and the range
of the forensic applications.
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