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Abstract - We have implemented a so/bvare on(v 
MPEG-2 Azidio Video Decode (MAVD) system on the 
Cradle MDSP" architectlire arid we highlight the 
siritobilip of MDSP"' architectrire to e.rpluit the data, 
algorithinic, and pipeline parallelization q/fered hv 
Video processing algoritlnw like the MPEG2 Video 

./or real-time perJiirniance and efficient partitioning a /  
Systeiir. Audio and Video Proces.sing 017 a single chip 
nniltiprocessor. Most e.xisting implementations extract 
either data or pipeline paralleli.sm along with 
Instmction Level Paralleli.sm (ILP) in their 
implementations. We disciics the design of MP@ML 
MPEG2 video decoding system and MPEG-2 Stereo 
Decode Svsten? on this shored memon, MDSP" 
plulfbrm. We also highlight how tl7e processor 
scalahilit?, is exploited as part of the design on this 
architectirre. Althaiigh simiiltaneous audio-video 
decode on general-pirrpose processors provides 
,/le.rihilip, they are not cost-effective. Most of the 
media prucesu0r.s exploit hardware acceleration in 
part or Jirll to alleviate the high-thro~ighprit demands 
pnt hv these algorithins; thewhy making tl7em 
inJlerih1e Jar other applications. With the fle.rihility 
ofired IJV the Cradle platform we cozrld design a 
video decoder that coiild scale Jiom fbsr  MSP.s 
(Media Stream Proce.ssor that is a clrister ufone RISC 
arid hvo DSP processors) to eight MSPs and hrrild a 
single-chip solntian inchiding the 10 interfaces ,for, 
videa/aridio output. TI7e s,vstem l7a.s heen tested on 
Cradle's internal CRA20.03 evahiation hoard. 
Specific contributions inclrrde the mdtiple VLD 
algorithm and other heiiri.stic approaches like ea!-ly- 
termination IDCTJbrfast video decoding. 

Index Terms - MPEG-2 Audio Video, Multiple 
VLD, Multiprocessor DSP, System-on-Chip. 

1. INTKODUCTION 

T h e  availability of software programmable System- 
on-Chip (SoC) architectures like MDSPTM [38-401 
eliminates the need of having dedicated hardware 

accelerator hoards and additional glue logic to build a 
full system solution for each standard we want to work 
with. With the rapid evolution of standards like 
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MPEG-2 [17-19, 271, MPEG-4[20], H.264 [28], etc. 
such programmable systems are desirable. Building 
hardware accelerators for the new upcoming standards 
like H.264 becomes time critical if the evolution time 
between two successive standards is small, e.g., 
MPEG4 and H.264. The ability to implement these 
algorithms on programmable processors fully in 
software has many advantages: it is less expensive and 
more flexible for accommodating new algorithms and 
enhancements as they evolve. This flexibility is 
offered by the MDSPTM architecture along with 
reduced time to market (less than 50% of ASIC cycle) 
as compared to ASIC based solutions. 

Most existing implementations extract either data or 
pipeline parallelism along with Instruction Level 
Parallelism offered by VLIW in their 
implementations. On general-purpose processors, the 
MPEG2 implementations are usually memory 
bottlenecked. Our solution combines the data, 
algorithmic and pipeline parallelization and is a 
greedy strategy (applies static scheduling) to exploit 
performance. However, the static scheduling scheme 
allows mapping any given module (audio, video 
dewdelrender) on to any of the MSP or group of 
MSPs and i s  not tied to a particular MSP. A unique 
advantage of a software implementation is that with 
new intellectual contributions (like multiple VLD, 
faster IDCT; explained below) we could just plug-in 
the newer modifications to make the implementations 
faster. 

A. Intellectiial Contribiitions 
Miltiple VLD: The main idea in the multiple VLD 

implementations is to decode multiple symbols in one 
table lookup operation. The tables are packed in such 
a fashion that they carry multiple symbols whenever 
possible. This is done on a subset of symbols and 
symbols associated with larger number of bits of VLC 
code are put in separate tables. The smaller VLC 
codes are assigned to most frequent symbols in all of 
the video-audio and image processing standards. This 
helps to pack multiple such symbols together to make 
a lookup table. We could improve the performance of 
the overall VLD operation with our algorithm by SS- 
70% over normal lookup based approaches. Verderber 
et. 01. [2] report that a lookup table based VLD 
structure proposed by Lei and Sun [3] i s  the fastest 
known VLD decoder today. With our modifications 
applied to this VLD algorithm it  can be improved 
further by 45.50% in software. Our modification adds 
the capability to decode each codeword in a single 
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cycle as well as multiple VLD symbols in a single 
cycle whenever allowed by the bit-stream. 

Earl,v-termination IDCT: This idea is an offshoot of 
the MPEG-4 AC-DC prediction. The MPEG-4 AC- 
DC prediction predicts the current block first row or 
first column coefficients based on the gradient of the 
DC value either in column direction or row direction 
is higher. This essentially checks whether the given 
MB has vertical edges or horizontal edges or gradient 
profile in either of this direction. So when the DCT is 
applied, most of the coefficients across row or column 
become zeroes in areas with these types of gradient 
profiles. This helps in the early-termination of the 
IDCT. When we see that the gradient across the 
columns is higher for the previous blocks, we do the 
row-wise ID-IDCT first. This helps in termination of 
some of the IDCT calculations. The column-wise 
ID-IDCT is done as a normal procedure. Similar 
process is carried out if the gradient direction is across 
rows. In that case early-termination is performed on 
the column-wise ID-IDCT and row-wise ID-IDCT is 
performed as a normal operation. In addition, one can 
skip the 1-D IDCT whenever the coefficients in a row 
are zeroes. Using this method we achieved a speedup 
ofabout 15.20% on the test bit-streams. 

Sofmare-onl,v inplementarion on a Chip sirstaining 
80% peak performance: The implementation 
presented in this paper is a complete MPEG-2 
implementation of the standard (some portions are 
omitted for brevity) in software including the IO 
interfaces. It achieves a sustained performance of 80% 
of the peak. 

These goals are not specific to this implementation 
and would he common to most of the implementations 
on the MDSPTM architecture. 

I I .  RELATED WORK 
MPEG-2 implementations [14-15, 21, 23-24, 3 5 ,  

371 are studied on different platforms including DSP. 
SMP PCs and general purpose processors. Various 
MPEG-2 video paralleliratiou approaches [9, 13-14, 
26, 29, 3 I, 331 are studied and cost-benefit analysis of 
different strategies is carried out. [31] presents a data- 
parallel approach to MPEG-2 video decoding. [ 131 
presents a performance analysis on VLIW/DSP 
architecture from the perspective of code compaction 
and optimizations. [33 ]  talks about two parallelizing 
approaches at the coarse-grain COP level and fine- 
gain slice level. In our contribution we use fine- 
grained slice level parallelism approach. Various 
architecture and design strategies [I-2, 5-8, 25, 31-32, 
34, 361 have been tried to map the MPEG-2 
application. [ I ]  presents a multi-core SoC for the 
implementation of Multimedia applications on a single 
chip. [2] presents a Hardware-Software partitioned 
approach to MPEG-2 video decoding. [5] presents 
multimedia application design on the VLIW 
multiprocessor Imagine core. [6] studies multimedia 
application development on the vector media 
processors. [7] carries out a performance and cost- 
benefit analysis study of multimedia applications on 
VLIW, superscalar and VLIW architectures. [S,34] 
present reconfigurable architectures for mapping 
multimedia applications. lshiwata et. al. [34] reports 
the MEP customizable media Drocessor core hv 

B. 13e.s.ion Gna/.v Achieved Toshiba. MEP is largely a hardware solution wherein 
0 ~~~~~~ ~~~ ~ ~~ 

~~ ~ ~~~ 

the core can he customized for different applications 
like MPEG-2 to provide a hardware solution. I t  uses 
hardware accelerators for VLD, IDCT, etc. [25, 321 
present multiprocessor solutions to the MPEG-2 video 
decoding problem. [36] presents a single chip ASIC 
LSI for MPEG-2 video decode. Sriram and Hung [37, 
461 use data and instruction parallelism in their 
implementation on TI C6x along with the ILP offered 
by the VLIW. [46] presents a MPEG Audioivideo 
performance analysis on the TI DSP. Also multimedia 

The following design goals were achieved by the 
implementation of the MPEG2 video decoder: 
(1) Minimal resources in terms of 

(U) processors (b)  DRAM bandwidth 
( c )  DRAM size and (d) local memory size 

(a) the ability to run on a variable number of 
processors, i e . ,  Processor scalable 

(b) should exploit the on-chip memory, i.e.. 

. 

(2) Scalability in tenns of 

~~ . . .  

applications are studied on general purpose 
processors [42-43, 451. Most of the general purpose 
nrocessors used for PCs now have multimedia 

Memory scalable 
(3) Reusability in terms of 

( a )  having library of commonly used domain 
r~~~~~~~~~ ~~~~~ ~~~ ~~~ ~~~ ~~~~ ~ ~~~~~~~~~~~~~~ 

specific routines extensions [ I O - 1 1 ,  411 for speeding up these 
applications. Also in most of the media applications 
memory becomes the bottleneck rather than the of modules, i.e., Plug & Play 

compute power of the processors. [I21 presents a (i) Selection of processor and 

hard-wired memory pre-fetching technique to increase (ii) Communication between processes 

(b) design that should support re-configuring 

. .  . .. . .  - 
the data bandwidth throughput of the memory system. (loosely coupled). 
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111. hlDSP ARCHITECTURE 
The system is implemented on CRA20.03 chip of 

the MDSPTM family. CRA20.03 is Cradle's intemal 
evaluation hoard. Fig. 1 presents the Cradle's chip 
architecture. MDSP is an arrav of RlSC and DSP 
processors (MSPs) that provide a seamless, scalable 
system solution to the full spectrum of video and 
multimedia related products. An MSP consists of a 
RlSC engine, PE and two fast DSP engines, DSEs and 
a Memory Transfer Engine (MTE) to facilitate data 
pre-fetch from exlemal DRAM. Four such MSPs are 
grouped as a single cluster that shares a common 
instruction (32 Kbytes) and data memory (64 Khytes). 
Each DSE has a dedicated instruction memory and 
128 registers. They also share a coinmon high-speed 
local bus. The processors are loosely coupled with 
common instruction and data memory. The processors 
can he programmed individually or in-group to exploit 
the available parallelism in a given application for 
maximum throughput. Current chip in the family of 
MDSPTM, CT3400 has one compute quad and one IO 
quad and runs at 230 MHz. The chip is designed to 
provide a hardware platform that can he fully 
programmed to meet the demanding need of video and 
audio processing, image processing, graphics, 
communications and other similar applications. 

Apart from handling the high processing 
requirements of the multimedia applications, MDSP 
provides a sufficient degree of flexibility - processors 
are loosely coupled, integrates a powerful on-chip 
communication structure; shared memory 
communication and synchronization is achieved using 
local and global hardware semaphores; and a well- 
balanced memory structure that provides a large 
amount of on-chip memory for growing data demands 
and helps reduce the bandwidth constraints on off- 
chip memory. 

On a wide range of media processing applications, 
a single chip MDSP processor achieves 80% sustained 
of its peak performance. This performance is achieved 
by casting these applications as data parallel 
applications along with pipelined parullelism 
(applications structured as streams of data passing 
through computation kemels). MDSP like other 
processors [1,5-6, 25, 341 targets the four key 
attributes of Media applications, including signal 
processing, image and video processing. and graphics. 

High Cuniprtte and Data Bandwidth Reyiiirenw1t.x 
Media applications are compute intensive and require 
up to tens of billions of operations per second to 
achieve real-time perfonnance. A Compute Quad in 
MDSP has multiple high compute Digital Signal 
Engines (DSEs) which perform arithmetic and 
Mulliply-accumulate operations. They also have 
SlMD [IO- I  I ,  411 and Parallel Integer Multiply 

Accumulate (PIMAC) capabilities. The multithreaded 
DMA engines help in pre-fetchinghnsfer of the large 
amount of data. Thus, the high compute requirement is 
achieved by the high throughput DSEs and data 
bandwidth is handled by the MTE. 

. .  . .  

~~~ ~~ 

Fig. 1. Cradle's Chip Architcrturc 

High Computation to Commrtnication Ratio: 
Pipelined Parallelism exposes locality of media 
processing applications, allowing implementations to 
minimize global memory usage. Thus, pipelined- 
parallel programs tend to achieve a high computation 
to memory ratio: most media applications perform 
large amount of compute operations for each data 
memory reference. Large amount of cycles are spent 
computing the data fetched and conlparatively very 
less number of cycles are spent on fetching the data to 
the local memory from DRAM. MDSP provides a 
64K local memory for pre-fetching data in memory. 
This local data is passed through compute kernels 
achieving high compute to communicate ratio. 
Memory latency is hidden by using programming 
techniques like ping-pong buffering. Ping-pong 
buffering allows the compute kernels to operate on the 
data already in the local memory while the DMA 
fetches next set of data. This effectively overlaps 
computation with communication. Also, because of 
high computation to communication ratio, memory 
does not become the bottleneck. 

Locality of Coinpiitations with Le.v.7 Global Data 
Reiac: The typical data reference pattem in media 
'applications requires a single read and write per global 
data element. Little global reuse means that traditional 
caches are largely ineffective in these applications. 
Intermediate results are usually produced at the end of 
a computation stage and consumed at the beginning of 
the next stage. 
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IV. IMPLEMENTATION 
We have implemented a full-fledged MPEG-2 

Audio Video Decode (MAVD) system on this 
architecture. The system consists of 
Transport/Program Stream (TSIPS) hit stream demux, 
Video Decoder and Renderer, Audio Decoder and 
Renderer. The IO quad (a portion of the MDSPTM 
architecture responsible for IO) implements interfaces 
for videoiaudio-out and bit stream management. Fig. 
2 shows the system mapping on the MDSPTM 
platform. 

r"7 Vide" output U u i  

Fig. 2. lMAVD mapping on MDSP CRAZ0.03 

A. ' Resoirrce Estimation and the fmplementation 
Str.atep 
The following resource estimation was done based 

on the profiling of the C code and hand coding the 
compute intensive algorithms for the DSEs. The 
resource estimation is done for a MPEG-2 AIV system 
on the MDSPTM architecture. System controllers 
include MPEG-2 System controller and PLL 
controller and renderers include audio and video 
renderers. Fig. 3 shows the system block diagram 
along with the memory and data bandwidth 
requirements for MPEG-2 Video. 

~vstenf Controllers & Renderers: The system 
controllers & renderes require two MSPs. One MSP 
is required for handling system components and I 
MSP is required for audioivideo rendering. They 
together would require 4 kbytes of local memory. 

Video Decoder: MPEG-2 MP@ML video decoder is 
estimated to require 6-8 MSPs for supporting 15 

MhitsIsec video decoding. It requires 32 Khytes local 
memory and 3.2 Mhytes of DRAM. The peak DRAM 
bandwidth estimated for the video decoder is 300-400 
MB/sec peak. Average DRAM bandwidth estimated 
for I-pictures is about 70 MBisec and for B-pictures is 
about 100 MBisec. 

uu- - 
Fig. 3. MPEC-2 Video System Block Diagram 

MPEG-2 Stereo Audio Decoder: The Audio 
decoder is estimated to take one MSP for MPEG-2 
Stereo Decode. It requires 5 Kbytes local memory and 
80 Khytes of DRAM. The data bandwidth is estimated 
at 30 MBisec peak and I O  MBisec average DRAM 
bandwidth. 

',"nV"W iruw<urr \iiUiltll(i)l WY~,l,YUI I<,*.i"<.q. >,,%ma* Y(SII.  3 

Fig. 4. MPEC-2 Vidco Dccodcr ,Mapping 

External memory requirement for the whole system 
is estimated at 4 Mbytes of DRAM with 500 
Mbytesisec access speeds. The whole system diagram 
is presented here for demonstrating a solution 
capability of MDSPTM (see Fig. 2 ) .  

Fig. 4 depicts the mapping of the MPEG-2 video 
decoder on a portion of MDSP and shows data, 
pipeline and algorithmic pardllehns.  Data parallelism 
is exploited at the slice level and pipeline parallelism 
is achieved at the block level within a Macroblock. 
Algorithmic parallelism is achieved between the VLD. 
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Inverse Quantization, Inverse DCT and Motion 
Compensation. 

Fig. 5. Multiplc VLD table (Table 6-15 from MPEC-I standard) 

Processor Scalabilily 
dnnn 

3500 

3000 

a500 - 
- :zoo0 
0 

$1500 

1000 
500 I 

O J  1 

3 4 5 6 7 8  
#of  MSPs 

Fig. 6. Processor Scalability of MPEC-2 video decoder 

Fig. 6 shows the scalability of the implementation 
on various MPEG-2 bit streams ranging from 3-15 
Mbps. The system works as a co-worker model, 
where each MSP is active (unlike master-slave) and 
asks for more work from the controller task when it 
has finished its share of work .e.g., decoding of slice. 
Audio decode is done on a single MSP. 
Synchronization between tasks and guarding critical 
regions is achieved through hardware semaphores. 

the multiple variable 
length decode algorithm (see Fig. 5) implemented in 
most video applications on MDSP. Multiple lookup 
tables are created (each entry is 32 bit) containing 
multiple VLC symbols packed in each entry along 
with the sign of the levels. In our implementations we 
were able to decode multiple symbols per cycle. The 
implementation is optimal and targeted towards 
memory constrained embedded systems. We have 

We have also implemented 

confirmed this algorithm in our implementations of 
H26113, MPEG-214 and achieved multifold speedup 
improvements against algorithms, which can decode at 
the symbol rate only. This limits the decoding 
throughput capability of these algorithms. Most 
parallel decoding approaches use the length of the first 
code-word lo detect the second code-word in parallel. 
By a single table lookup operation we detect multiple 
code-words without any detection mechanisms. 

V. CONCLUSION 
We have presented MPEG-2 Audio Video Decode 

System on the MDSP platform. While designing on 
multiprocessor architecture like Cradle's MDSPTM it is 
important to understand whether the application is 
parallelizable. We need to look for opportunities for 
data, algorithmic, and pipeline parallelization. From 
our design experience on Cradle's architecture we see 
that the architecture is processor scalable and suitable 
for video processing applications that are more 
amenable to data parallelism. Also the processor 
scalable nature of the Cradle's architecture gives in to 
code reuse which in turn would reduce the 
development cost and time. On the MDSPTM a single 
chip solution could be developed using the IO quad 
provided with additional MTE units and software 
programmable IO for developing interfaces like I?, 
PCI, Video-idvideo-out for NTSCPAL standards. 
Finally we have achieved a sustained 80% of peak 
performance in our implementation. 
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