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Abstract

Liver segmentation from scans of the abdominal area
is an important step in several diagnostic processes.
CT scans of the abdominal area contain several organs
in close proximity exhibiting similar image character-
istics. In this paper, we present preliminary results on
an algorithm that uses Markov Random Fields to ob-
tain an nitial contour of the liver. Gradient vector
fields (GVF) and active contours are used to refine the
initial estimate and segment the liver. Tests are re-
ported on 13 clinical cases using a similarity metric
that combines area and space.

1 Introduction

Segmentation of the liver from images of the ab-
dominal area is a critical first stage in diagnostic and
surgical procedures. Several organs such as stomach,
kidney, and heart are adjacent to the liver and exhibit
similar material characteristics in CT images. This
similarity creates weak boundaries and partial-volume
effects that make it difficult to discriminate the liver
from adjacent tissues. In addition these are critical
life-supporting organs and techniques that wrongly seg-
ment them as part of the liver would be unacceptable.
Differences in liver shape, size, and other features be-
tween patients adds further complexity to the segmen-
tation problem.

Liver segmentation methodologies include model-
driven approaches that use a pre-computed model in
addition to the input image [11, 5, 8, 9], and data-
driven approaches that apply processing techniques on
only the input image [14, 17]. There are also hybrid
techniques [16, 10] that analyze the CT data to obtain
an approximate estimate of the liver region, and en-
hance the estimates by using model-driven approach.
Our methodology falls into the latter case, where we
use a Markov Random Field to obtain an initial liver

boundary and refine the boundary using an Active
Contour.

Hybrid techniques are often targeted at reducing the
amount of manual intervention needed in liver segmen-
tation. However, complexity of the task and critical na-
ture of errors makes a completely automated technique
very elusive. For example, Liu et al [10, 2] evaluate
the histograms of a contrast-enhanced CT slice to ob-
tain thresholds that serve as a band-pass filter that can
highlight the liver. The band-pass is used as a mask
that can provide an initialization of the GVF snake.
These histogram techniques examine image properties
taken globally and fail when the liver occupies small
percentage of the abdomen. We model the image as
Markov Random Field (MRF) to accommodate both
the local and global distribution of CT image values
and automatically label pixels of the image that cor-
respond to the liver. The initial boundary provided
by MRF modeling is enhanced by using GVF active
contours. In a different approach, MRF modeling has
been used to obtain texture features from Dicom pixel
values [15]. A GVF snake is designed to use the the
texture features and output the liver boundary.

Chen et. al. [5] extract normalized fractional brow-
nian features from a CT image, and apply a Neural
network classifier to obtain an initial estimate of the
liver region. The initial estimate is refined using GVF
snakes. This approach has the potential to work effec-
tively in slices where the liver area is limited. However,
the approach is targeted at designing classifiers that
can identify different types of liver cancers, and does
not evaluate effectiveness of the liver boundary segmen-
tation itself. More recent work by Soler et. al. [18] uses
thresholding parameters to perform initial segmenta-
tion, then applies geometrical constraints that encode
anatomical information of the liver structure. The au-
thors report effectiveness of the visualization system
for surgery, but the results have not been analyzed in
light of segmentation error metrics. In this work, we
discuss standard error metrics that have been reported
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for liver segmentation and propose a new metric that
takes into consideration the spatial distribution of seg-
mentation errors.

2 Methodology

CT scans of the abdominal area are available in DI-
COM format, with a slice thickness of 5mm. Each slice
has size of 512 X 512, and each pixel contains a 12 bit
HU (Hounsfield unit, Equation 1) value. The Slope
and Intercept values refer to the Rescale Slope and In-
tercept obtained from the DICOM header. HU values
are based on the physical properties of tissues and it
is known that the liver has a HU value in between 50
and 250 [7, 13]. We obtain a gray scale image from the
input DICOM file by mapping the HU units between
50-250 to 1-254 (Figure 1). HU units outside the range
of 50-250 are mapped to 0 or 255.

HU = DICOMuvaluex Slope + Intercept
0 if HU<50 (1)
r = 255 if HU>250
HU %254/200  Otherwise
2.1 Markov Random Fields for Initial Estimate

Markov Random Field is a popular statistical tech-
nique in which the property associated with each im-
age pixel is conditioned on its immediate neighbor-
hood. An image S is said to be an MRF if: Vs €
S, p(Ys|Ye,r # s) = p(Ys|Ys,), where s and r are pix-
els on the image, and §, is a neighborhood of s. Re-
searchers model an MRF by taking Y as a specific prop-
erty of the image, say a class label assignment, or in
cases like [15], Y can be a feature of the image.

We have implemented the Modified Metropolis Dy-
namics [3] (MMD) to model Y as class label assignment
for CT slices of the abdominal area. From Baye’s the-
orem, we have: P(Y|X) = P(X|Y)P(Y)/P(X). The
numerator can be ignored as a normalizing factor, and
we will have:

(a) Image without the use of win-
dow/level setting

(b) Mapping Hu values to grayscale
with a window/level setting of 150/100

Figure 1. Using window/level settings to map
Hounsfield unit values to grayscale values

RHS follows from the MRF definition. It is defined as
follows:

P Y) = Z{zi,zj}EC A(le ’ ij)
o 4 % ﬂ Ymi 7é ij (3)
Ay, Ye;) = —1x 83 otherwise

The CT slice is assumed to be composed of three
classes, air, bone and soft tissue. The mean and vari-
ance (u;, 0;) are updated using the class labels at each
MMD iteration. Statistics for the first iteration are ob-
tained using a 10x10 neighborhood around three initial
seed points. The parameter § which determines clique
potential is empirically selected.

P(Y|X) o P(X|Y)P(Y) =TI, Paily:) [lcccexp(=¥ey) For each CT slice of the abdominal area, the user

where ( is the set of cliques
(2)
The first product on the RHS of Equation 2 repre-
sents the class label assignment based on pixel prop-
erty and is modeled as a gaussian over the grayscale
value: p(x|y;) = 1/o;\/2mexp{(x — p;)?/202}, where i
is the corresponding class label. The second term on
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is presented with an image having grayscale values as
per equation 1. Histogram analysis is used to automat-
ically select one pixel corresponding to air (The darkest
blob in the image), and one pixel corresponding to bone
(Brightest blob in the image). The user selects one
seed pixel on the liver. Using these three seed points,
the system calculates an initial value for the mean and
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variance of the respective classes (p;, 0;). The MMD
algorithm is now initiated by randomly assigning la-
bels to each pixel in the image. At each iteration, the
label at each pixel is updated using equation 2. The al-
gorithm terminates when we observe no change in the
labels assigned to a pre-determined number of pixels
(97% of the image). The result of MMD is an approx-
imate contour of the liver which we further enhance
using active contours.

2.2 Active Contours for Refinement

Active contours have been widely used for liver seg-
mentation, for example Liu et al. [10, 11] which uses
gradient vector flow (GVF) field as an external force.
Active contours are obtained by defining curves whose
shape and location is guided by two forces: internal
forces that are derived from pixels on the curve to im-
pose desirable properties on the curve shape and exter-
nal forces that are derived from image characteristics
to limit the curve to certain locations in the image.

We employed the canny edge detector to derive an
edge map that best follows the liver contour. The edge
map is used to compute a gradient vector field which
serves as the force field for energy minimization of the
initial contour obtained from the MRF /MMD process-
ing. This initial contour is then refined by the GVF
snake to produce the final contour that minimizes the
energy level. Elasticity, rigidity, viscosity, and exter-
nal force weight have been set to 0.6, 0.01, 1, and 0.6
respectively. Figure 2 shows an example of the GVF
snake segmentation and manual ground truth.

3 Evaluation of Liver Segmentation

The algorithm is being evaluated using a dataset
that will be made publicly available [1]. For every case,
we have collected two sets of annotations from 4 hu-
man subjects, one radiologist and three students. Two
annotations of the same case by an individual is sep-
arated by at least 24 hours. Each student annotation
is rated by the radiologist using a 5-level scale ranging
from accurate (1) to unacceptable (5). Thirteen cases
have been collected so far, and the average rating for
the three students is 1.29.

Metrics used to estimate the accuracy of liver
segmentation have included accuracy and error [11]
Accuracy = (RNG)/G, Error =(RUG - RNG)/G
where R and G are areas of the automated and the gold
standard segmentation results respectively. Pohle and
Toennies [17] use four metrics for segmentation eval-
uation: Average deviation from the contour, Modified

Case Error = (RUG — RNG)/G [11]
Mean(u) Variance(o?)

1 0.1345 0.0180

2 0.1518 0.0196

3 0.2199 0.1153

4 0.2482 0.1631

5 0.1997 0.0847

6 0.1654 0.0550

7 0.3331 2.8066

8 0.3537 2.8101

9 0.3864 2.8644

10 0.2998 2.7799

11 0.2997 2.7779

12 0.3183 2.7842

13 0.3009 2.7851
Avg: 0.2624 1.5433

Table 1. Mean and variance of the error mea-
sure for GVF snake segmentation.

Hausdorff distance [4], Number of oversegmented pix-
els, and Number of undersegmented pixels. Some re-
searchers have also used volumetric measures and ROC
analysis [16, 19, 6, 12] to compute segmentation accu-
racy.

We introduce an error metric that is based on modi-
fied Hausdorff distance and takes into account the spa-
tial distribution of erroneous pixels. It is reasonable to
penalize over-segmentation errors that are spatially dis-
tant from the liver in comparison to over-segmentation
errors that occur closer to the liver surface. We utilize
area and modified Hausdorff distance metric (Equa-
tion 4) to quantify the similarity between two segmen-
tation results.

o(A,B) =32 minl|as, B

degtra = QZ)(R - (R N G), G)

dless = ¢(G - (R N G), G)

Where A and B are convex regions
and a; € A, ||a;, B|| is distance of pixel
a; from surface of B, R is the segmented
region or student annotation and G is
the expert annotation

(4)

Empirical evaluation conducted by overlaying ex-
pert annotations with results from the GVF snake
shows strong similarity between the two (Figure 2).
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(a) Selection of seed points (c) Selecting largest MRF

blob

(f) MRF Result (g) Selecting largest MRF  (h) Segmentation result
blob

(i) MRF Result (j) Selecting largest MRF (k) Segmentation result
blob

Figure 2. Using Markov Random Fields and GVF Snakes to segment liver
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4 Discussion

We present a new approach to liver segmentation
that combines Markov Random Fields and Gradient
Vector Field snakes to provide segmentation of the liver
tissue. The only input required from the user is a single
pixel inside the liver. While any error in the segmen-
tation of medical organs is harmful, the limitations of
imaging leads to partial volume effects, organ overlap,
and other artifacts in image signals. Such aberrations
can inherently cause variation among expert manual
annotations, and possibly lead to errors in automatic
segmentation algorithms. We are working on collect-
ing a larger dataset and performing a comparison of
our automatic segmentation technique with inter and
intra user variation.

In automatic segmentation, it is likely to have er-
rors that are spatially removed from the liver surface.
It is reasonable to consider that such errors are a re-
sult of more gross failure and should be penalized more
than errors that occur closer to the liver surface. We
will contrast our metric that accounts for spatial dis-
tances in error with previously reported techniques like
Accuracy and Error.
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