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Abstract

EEG brainwaves have recently emerged as a promis-
ing biometric that can be used for individual identification,
since those signals are confidential, sensitive, and hard to
steal and replicate. In this study, we propose a new stimuli-
driven, non-volitional brain responses based framework to-
wards individual identification. The non-volitional mecha-
nism provides an even more secure way in which the sub-
Jjects are not aware of and thus can not manipulate their
brain activities. We present our preliminary investigations
based on two similarity evaluation approaches: Euclidean
Distance (ED) and Dynamic Time Warping (DTW) methods.
We investigate the performance of our proposed methodol-
ogy using four different visual stimuli and the potential im-
pacts from four different EEG electrode channels. Experi-
mental results show that, the Oz channel provides the best
identification accuracy for both ED and DTW methods, and
the stimuli of illegal strings and words seem to trigger more
distinguishable brain responses. For ED method, the accu-
racy of identifying 30 subjects could reach over 80%, which
is better than the best accuracy of about 68% that can be
achieved by DTW method. Our study lays a solid founda-
tion for future investigation of innovative, brainwave-based
biometric approaches.

1. Introduction

Over the past few decades, biometric approaches have
gained dramatically increasing interest for individual iden-
tification and authentication, since they are closely associ-
ated with an individual’s physiological or behavioral fea-
tures. Some of those features, such as fingerprint, face,

iris and voice [28], have been extensively investigated and
proved to be scientifically unique across the entire human
population, which result in very promising biometrics in
cyber security domain. For instance, nowadays it has been
very popular for the fingerprint technology in smartphones,
homeland security, and forensics. However, those existing
biometric characteristics still suffer from various limitations
and weaknesses, far from perfect. For example, although
DNA is the ultimate unique code of individuals, the sam-
ple of DNA is really difficult to collect and can be stolen;
the faces of each individual are largely different, but the ap-
pearance of faces can change a lot as people getting older;
the fingerprint is a popular biometric measurement with a
high matching accuracy, however it can be faked [18] or
obtained by force. It has been reported that a violent gang
in Malaysia chopped off a car owner’s finger to get round
the vehicle’s hi-tech security system [12]. Therefore, it is
highly desired to seek new biometric approaches that can
possibly overcome those limitations.

Recently, electroencephalogram (EEG) based biomet-
rics, representing the unique human brain activities, have
emerged as a new and promising way for labeling each in-
dividual person [24]. EEG records the brain’s electrical ac-
tivity and can be obtained by measuring the voltage fluctua-
tions on the scalp surface with simple placement of the elec-
trodes on the skin [16]. The brain activities are inherently
determined by the person’s unique pattern of neural path-
ways and closely associated with each individual’s unique
memory and knowledge base, thus it is impossible to im-
itate others’ brain activities [2,24]. More usefully, those
brain signals can be influenced by mood, stress and mental
state of the individual [17] which makes them very diffi-
cult to be obtained under force and threat. Furthermore, it
has been recognized that the brain signals are also related to



the subject’s genetic information, making them unique for
each individual [25,33,37] and stable over time [21]. Given
all aforementioned advantageous characteristics in security
and reliability, brain signals have thus been proposed as an
identification and authentication biometric [14, 34]. Re-
cently, stimuli-driven non-volitional (“passive”) brain re-
sponses have been particularly explored as a more secure
biometric [6,29,30], compared to the conventional “active”
brain activities.

In this paper, we present an EEG-based user identifi-
cation and authentication framework based on similarity
assessment approaches: Euclidean Distance (ED) based
approach and Dynamic Time Warping (DTW) based ap-
proach. We also seek to investigate the potential impacts
and performance of adopting different types of visual stim-
uli and focusing on a particular subset of EEG channels.
Specifically, we analyzed 4 EEG electrode channels under
4 types of stimuli from 30 human subjects. The rest of the
paper is organized as follows: Section II gives a brief intro-
duction to the related work. Section III introduces the ED
method and DTW method and the mechanism for making
the final identification decision. Section IV describes the
experimental setting for EEG data collection, and then dis-
cusses the experimental results. Section V concludes our
research work and results.

2. Related Work

Existing research has demonstrated that the EEG brain-
wave signals can be used as a viable biometric for individual
identification and authentication. The methodological flow
in most of prior work can be categorized into the follow-
ing steps: EEG acquisition, preprocessing, feature extrac-
tion, and classification. The preprocessing stage seeks to
mitigate the impacts of noises and artifacts, usually through
various filtering strategies, common reference removal, or
independent component analysis (ICA) [8, 17]

The feature extraction and classification stages are
closely relevant to each other and have been extensively
investigated using a variety of approaches. Among those
approaches, the support vector machine (SVM) has been
widely employed due to its superior nonlinear classifica-
tion capability. For instance, Ashby et al. [1] extracted
the autoregressive (AR) coefficients, power spectral density
(PSD), spectral power (SP), interhemispheric power differ-
ence (IHPD) and interhemispheric channel linear complex-
ity IHLC) from the filtered data and used the linear SVM
classifier for authentication on 5 individuals and got the
false rejection rate (FRR) of 2.4% to 5.1%, and the false
acceptance rate (FAR) of 0.7% to 1.1%. Other similar stud-
ies have also been done using linear SVM [3, 22] or other
SVM variants, like Gaussian Kernel SVM [35], Polynomial
Kernal SVM [36], radial basis function (RBF) SVM [5].

Neural network (NN) is another popular classifier used in

human identification and authentication. At the early stage
of EEG-based biometric, learning vector quantizer (LVQ)
was adopted by researchers. Poulos et al. [26, 27] pro-
posed a linear rational model of ARMA type to fit the al-
pha band EEG signals and also used the LVQ NN. For the
75 people being tested, to distinguish a specific person from
others, correct classification scores of LVQ classifier in the
range of 72% to 84% were obtained. Other researchers have
been using the classic feed-forward, back-propagation neu-
ral network (NN) in their EEG-based identification studies,
achieving a wide range of accuracy levels [9-11,15,19,36].
For example, Palaniappan [23] used visual evoked potential
(VEP) signals to identify 20 individuals by the NN classi-
fier and Shedeed [32] used the NN to identify 3 subjects
based on fast Fourier transform (FFT) and wavelet packet
decomposition (WPD) from 4 channels and got an correct
classification rate from 66% to 93%.

3. Method
3.1. Euclidean Distance Based Method

Euclidean distance is a way to show the ordinary dis-
tance between two points in Euclidean space. For two time
series, the Euclidean method gets the final distance score
by accumulating all the distance between two points using
Eq. 1 with aligning the n-th point of one time series with
the n-th point of the other time series shown in Figure 1. If
the distance value is small, it in some sense indicates that
the two points share a lot of similarities. Otherwise, the
two time series seem to be dramatically different from each
other. However, a weakness of ED method is that, if there
are time delays or misalignments between the two time se-
ries even though they still have similar shapes, ED method
will produce a poor similarity value and can hardly reflect
the inherent similar characteristics between the two evalua-
tion subjects.

ED = \/(p1 *(J1)2+(p2*qQ)2+~~-+(pN*QN)2
(1)
where p and ¢ are two trails, {pi,ps,...,xy} and
{¢1,92,...,qn} are elements in two trails with N samples
respectively.

3.2. Dynamic Time Warping (DTW) Based Method

DTW is a technique to find the optimal alignment be-
tween two time series if one time series may be “warped”
non-linearly by stretching or shrinking it along its time axis,
shown as Figure 2. For example, at time n, although the
blue time series starts to increase, the green time series still
keeps its previous value. But the green time series starts to
increase at time n+2. For DTW method, it can synchro-
nize time point n of blue time series with time point n+2
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Figure 1. An example of Euclidean distance based analysis

of the green time series. It is the advantage of DTW that
it can provide a more intuitive similarity measurement and
allow similar shapes to match even they are out of phase
along the time axis. DTW technique has been convention-
ally used in speech recognition, data mining, gesture recog-
nition, robotics, manufacturing and medicine [13]. In rec-
ognizing the potential time lags and latencies involved in
the biological brain responses to corresponding visual stim-
uli among different human subjects, we proposed to adopt
DTW to identify the similarity among EEG patterns being
aware of the time misalignment.

Figure 2. An example of DTW based analysis

As shown in Figure 3, for two time sequences with dif-
ferent lengths of M and N respectively, the standard DTW
first calculates a M-by-N matrix in which every element is
the minimum distance by searching three elements around it
represented by the blue arrows (as Eq. 2) [20]. The optimal
path shown by the red dot is determined by the path which
has the minimal distance. However, this method is very time
and space consuming with the complexity of O(N?).

DTW (m,n) := cost +min{ DTW (m — 1,n),
DTW (m,n — 1), )
DTW(m—1,n—2)}

An improved FastDTW approach was recently proposed
with time and space complexity of O(N) when the radius
is less than NV [31]. The FastDTW has three key operations:
coarsening, projection and refinement. The main idea of
FastDTW is to first create all of the resolutions that will
be evaluated using coarsening. For the lowest resolution

Figure 3. An example DTW grid

time series, the standard DTW algorithm is performed to
find the optimal warp path. After the warp path is found for
the lowest resolution, it is projected to the next higher res-
olution and the warp path is considered as an initial guess
for a higher resolution’s minimum-distance warp path. To
refine the projected path, a constrained DTW algorithm is
executed with the constraint that only cells in the projected
warp path are evaluated. This will find the optimal warp
path through the area of the warp path that was projected
from the lower resolution. However, the entire optimal warp
path may not be contained within projected path. Therefore,
additional number of cells on each side of the projected path
controlled by a parameter called “radius” will also be eval-
uated when refining the warp path in order to increase the
chances of finding the optimal solution.

3.3. Identification Decision

For both ED and DTW methods, they use the mini-
mal distance values to indicate the similarity between the
comparison subjects and then make the decision for accep-
tance/rejection of the individual identification. To this end,
we need to first collect some brainwave patterns from each
subject and set them as the reference patterns with subject
labels. For a specific person, the EEG patterns respond-
ing to the same visual stimulus more likely remain similar
in different experimental trials over the time, while for dif-
ferent individuals, their brainwave patterns are supposed to
be different from others even facing the same stimulus. So
when a new pattern is collected and needs to be analyzed
to identify the potential owner of this specific brainwave
segment. We will first compare it with the patterns already
known and calculate the distance between the new pattern
and all the stored reference patterns. The final decision will
be the subject that the smallest distance has reached.



4. Experiments and Results
4.1. EEG Data Collection

The raw EEG signals were collected from 30 adult par-
ticipants (14 females, age range 18-25, mean age 19.53) us-
ing “EASY CAP” device (Ammersee, Germany) [4] from
four electrode sites (Pz, O1, O2, Oz) around the area of
the left superior temporal lobe, which are believed to bet-
ter reflect each individual’s cognitive behaviors associated
unique semantic memory processes [7]. The data was sam-
pled at 500 Hz. 1.1 seconds of raw EEG signals were
recorded, which made 550 samples for each channel. In
this experiment, the participants were asked to silently
read an unconnected list of texts which included 75 words
(e.g., BAG, FISH), 75 pseudowords (e.g., MOG, TRAT), 75
acronyms (e.g., MTV, TNT), 75 illegal strings (e.g., BPW,
PPS), and 150 instances of their own names [29]. By show-
ing the subjects with the stimuli, the non-volitional (“in-
tuitive”) brain activities were recorded. Each human sub-
ject was tested twice: one test was used for training and the
other was used for testing purpose. In this paper, the brain
responses from all the four channels and stimuli were pro-
cessed and analyzed.

Since the raw EEG signals are noisy, it is common to
average many trials together which can get rid of the ran-
dom brain activities but keep the event-related potentials
(ERPs). Thus the EEG signals were first ensemble aver-
aged for 50 individual measurements. Figure 4 shows the
ERPs of Subject 10 with the stimuli of illegal strings. The
first two patterns were two trials from one test and the last
two patterns were two trails from the other test. From the
plot, the morphology of the patterns were very similar. Fur-
thermore, the patterns were persistent during different tests
which was an important indicator that the similar EEG pat-
terns (i.e., non-volitional brain responses) could be captured
in any later tests. Figure 5 shows that patterns from differ-
ent human subjects. The four patterns were from Subject 8,
10, 24 and 25 respectively. It can be observed that the pat-
terns were quite different among those four human subjects.
Such observations testify the psychological rationale about
the uniqueness of people’s non-volitional brain responses,
even to the exactly same stimuli, and also imply the feasi-
bility of recognizing an individual through identifying the
similarity between the unknown EEG brainwave segment
and the reference pattern.

4.2. Experimental Results

In the experiment, four stimuli and four channels were
analyzed to identify and recognize all the 30 human sub-
jects. For the training set, 10 trials of each subject were
randomly chosen as the reference pattern. 20 trials of each
subject were randomly selected to evaluate the identifica-
tion performance. Moreover, since the EPRs had some drift,
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Figure 4. EEG patterns of one subject (stimuli: illegal strings;
channel: Oz)
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Figure 5. EEG patterns from four different subjects (stimuli: ille-
gal strings; channel: Oz)

the data was first normalized by mean and standard devia-
tion before the methods were applied. The accuracy defined
as total number of correct classifications over total number
of testing trials that were used for performance evaluation.

Table 1 presents the accuracy of Euclidean Distance
based approach for different EEG electrode channels and
stimuli. To identify all the 30 human subjects, the minimum
accuracy was 53.33% by acronyms using the Pz channel.



The maximum accuracy was 81.17% using illegal strings
and the Oz channel. From the table, the Oz channel seemed
to lead to higher accuracy compared to the channels Pz, O1,
02. Channels Ol and O2 seemed to have similar perfor-
mance given their symmetric locations. Except for the ille-
gal strings stimuli, the Pz channel had the worst accuracy.
The illegal strings stimuli performed better than other stim-
uli with the accuracy of more than 70%, and the words stim-
uli were second to the illegal strings in the performance list
with the accuracy of around 70%. Acronyms had the ac-
curacy of less than 60%, the worst among all four different
types of stimuli.

The results of DTW-based method are shown in Table 2.
Similar to ED- based method, the minimum accuracy of
33.83% was also obtained by acronyms and the channel Pz,
while the maximum accuracy of 67.17% was achieved from
the stimuli of illegal strings and the channel Oz. Oz channel
also showed its superior performance and higher accuracy
compared to other channels. Channels O1 and O2 had sim-
ilar performance. Pz channel performs better than O1 and
02, under the stimuli of illegal strings and words. More-
over, except Oz channel, the stimuli of words seemed to
have higher accuracy than other stimuli.

4.3. Discussion

In this study, we proposed a new user identification
methodological framework using the similarity-based ap-
proaches, leveraging the non-volitional brain activities
which are believed to be associated with and reflect people’s
unique memory and knowledge. In the data collection stage,
acronyms, illegal strings, words and pseudowords were pre-
sented to the human subjects. The intuitive responses of
each individual when reading those stimuli were captured.
Since the occipital region is the visual center of human
brain to process memory and knowledge, in the experiment,
channels from this region have been investigated for per-
formance. The experimental results demonstrated that, the
channel Oz showed stronger distinguishing capability com-
pared to other channels around this region, which can be
utilized in future study to understand the interpret the spe-
cific subregion of the brain in such cognitive tasks. As for
the different visual stimuli, illegal strings which were not
familiar by people and the words which were well under-
stood by people seemed to make the subjects to had more
distinguishable brain responses, than acronyms and pseu-
dowords.

5. Conclusion

In this paper we focused on a preliminary study using
non-volitional EEG brainwaves as a biometric, based on
two similarity evaluation approaches, Euclidean Distance
method and Dynamic Time Warping method, to identify 30
human subjects. For Euclidean Distance method, the ac-

curacy can reach 81.17% and the channel Oz showed bet-
ter performance than other channels. The stimuli of illegal
strings and words seemed to be able to trigger more distin-
guishable brain activity patterns among different individu-
als and thus lead to better identification accuracy. In gen-
eral, ED method performed better than DTW. This study
represents an early stage research effort which still suffers
many limitations and drawbacks. In the future, we will ex-
plore other types of visual stimuli and investigate more ro-
bust classification approaches that can provide better perfor-
mance while remain as a computationally efficient manner.
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