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Abstract: The amount of radar's raw echo data is usually very large. At the same time, synthetic aperture radar (SAR) imaging
system needs rapid transpose efficiency to improve the real-time performance of the system. Therefore, modern real-time SAR
system requires high-speed and large-capacity devices which are usually SDRAM chips to store raw echo data and to solve the
corner turning problem by efficient matrix transpose method. By designing data interleaved patterns and controlling command
cycles of SDRAM chips in a reasonable way, this paper presents a novel matrix transpose method which can be used to
improve the efficiency of corner turning memory (CTM) for real-time SAR imaging system. After board-level verification, the
efficiency of this new matrix transpose method can be greatly improved to >99%, which is greater than other typical SDRAM-
based CTM design methods and is more suitable for real-time SAR imaging system.

1 Introduction
Raw echo data are collected into synthetic aperture radar (SAR)
imaging system in the form of two-dimensional matrix usually. For
real-time SAR imaging system, image processing time is very
important, otherwise the target may be lost. Meanwhile, in order to
obtain high image resolution, it is necessary to decouple two-
dimensional matrix into range line data and azimuth line data, and
transform matrix data between range line and azimuth line many
times through various SAR image processing algorithms.
Therefore, matrix transpose is indispensable to the range-azimuth
line conversion, and transpose efficiency can determine the real-
time performance of SAR imaging system [1–5].

Matrix transpose can be thought as a mapping between two
matrices: Xi,j→Xj,i, which is usually used in multidimensional
image and signal processing systems, such as SAR imaging
systems [6, 7]. The transpose is very simple when matrix scale is
small, and data can be read into internal memories easily. For large
matrix-scale applications like radar image processing, corner
turning problem is essential [8, 9], and data must be stored in
external memories which are usually SDRAM chips with larger
storage capacity and higher storage speed than SRAM, MRAM etc.

Take the most commonly used SAR imaging algorithms as
examples, Range-Doppler (RD) and Chirp-Scaling (CS) processing
algorithms require several times of range-azimuth line conversion
[10, 11], as shown in Fig. 1. The places where the matrix needs to
be transposed are represented by the nodes in Fig. 1. Once
continuous radar echo data are received, SAR image frames need
to be processed in time. Each frame means transpose at least once,
which takes a lot of time to access memory. Therefore, the
efficiency of corner turning memory (CTM) has a great influence
on real-time SAR imaging system.

SDRAM chips are one of the most widely used memories in
SAR imaging because of its large storage capacity and high speed.
There are many CTM design methods based on SDRAM chips,
such as two-fame method [12], three-fame method [13], sub-block
matrix mapping method, and so on [14–19]. All of these methods
are very effective in maintaining data input and output balance.
However, none of these methods can make full use of the device
characteristics of SDRAM chips. Additional command cycles
generated by page switch, reads, writes, refresh, and other
operations will affect the transpose efficiency, which can lead to
the real-time performance of SAR imaging system declining.

According to the SDRAM chips device characteristics and the
two-dimensional matrix transpose rules, novel reading and writing
interleave patterns are designed here. The command cycles of
SDRAM chips are fully utilised to make the utilisation of data bus
close to full bandwidth and the refresh operation of SDRAM chips
is avoided.

The rest of this paper is organised as follows. Section 2
introduces the traditional SDRAM-based CTM design methods.
Then, a highly efficient SDRAM-based CTM design method is
given in Section 3. Section 4 presents a board-level verification

Fig. 1  RD and CS algorithms
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platform and its simulation results. Finally, conclusions are drawn
in Section 5.

2 Traditional SDRAM-based CTM design methods
After receiving a complete two-dimensional matrix line by line, the
matrix can be read out in columns. Here, the two-fame method, the
three-fame method, and the sub-block matrix mapping method are
taken as examples to illustrate the principles of the traditional
SDRAM-based CTM design methods.

2.1 Two-fame method

Reference [12] shows a two-fame structure CTM, as shown in
Fig. 2. A memory is divided into two equal pages. Each page's X
direction length is equal to the sampling numbers (NR) which used
in the range line processing, while each page's Y direction length is
equal to half of the points number of FFT (NA) which used in the
azimuth line processing. The input and output ways of the adjacent
image frames are different. For example, if the previous frame is
written by row and read by column, then the latter frame should be
written by column and read by row and vice versa. The read speed
is two times faster than the write speed.

As of the simultaneous reading and writing operations, the two-
fame structure CTM needs dual-port memories which usually have
small storage capacity and high price. Large number of dual-port
memories may cause large volume and large power consumption of
the SAR imaging system. Therefore, the dual-port memory is not
suitable for large capacity applications. Besides, since the speed of
reading and the speed of writing are different, the SAR imaging
system which is in two clock domains needs to increase additional
logic resources such as FIFOs. Furthermore, if the SAR imaging
system chooses the SDRAM chips as its external memory, in order
to maintain the data availability, the dual-port memory may need to
be refreshed periodically, which means the matrix transpose
efficiency may be affected.

2.2 Three-fame method

Reference [13] shows a three-fame structure CTM, as shown in
Fig. 3. A memory is divided into three equal pages. Like the two-
frame structure CTM, each page's X direction length is equal to the
sampling numbers (NR) which used in the range line processing,
while each page's Y direction length is equal to half of the points
number of FFT (NA) which used in the azimuth line processing.
The input and output are operated at the same time. When one of
the three pages is written by row, another two pages are read by
column. The read speed is two times faster than the write speed.

The three-fame structure CTM is also worked in two clock
domains and needs to increase additional logic resources such as
FIFOs. Meanwhile, if the SAR imaging system chooses the
SDRAM chips as its external memory, the refresh operation may
not be ignored.

2.3 Sub-block matrix mapping method

The control commands of the SDRAM chips include ACTIVE,
READ, WRITE, PRECHARGE, NOP, and so on [20]. According
to the characteristics of the SDRAM chips, the access efficiency is
high in continuous access, and the access efficiency is very low in
discrete access.

For the sub-block matrix mapping method, the original matrix
is divided into many sub-block matrixes. If the number of
consecutive accesses increases after each ACTIVE command, the
ACTIVE and PRECHARGE commands required by the whole
matrix will be reduced. Thus, the impact of the control commands
on the access efficiency will be reduced. The less the clock cycles
occupied by the control commands, the higher the access
efficiency. This is the basic principle of the SDRAM-based sub-
block matrix mapping method.

References [14–19] are not the same, but they all use the sub-
block matrix mapping method to realise matrix transpose. By
reducing the page switch times and increasing the number of
consecutive accesses, the ACTIVE and PRECHARGE command
cycles are reduced, which means the control commands occupy
only a few clock cycles. However, none of these documents are
making full use of the device characteristics of the SDRAM chips,
and the data bus utilisations which will be shown in Section 4 are
not closed to full bandwidth.

3 Highly efficient SDRAM-based CTM design
method
Take the SDRAM chip MT48LC8M32B2 which has similar
architecture and control commands with the other SDRAM chips
as an example, Fig. 4 shows its three-dimensional (3D)
architecture. During the read or the write operation, there are three
steps: ACTIVE-READ/WRITE-PRECHARGE. Due to the time
delay of each operation, the no-operation command (NOP) is also
needed [20].

In order to explain the principle of the highly efficient CTM
design method, this paper selects a two-dimensional SAR echo
data matrix. The real part and the imaginary part of each data in the
matrix are both 32-bit wide. The size of the matrix is 4096 × 4096,
and the image size of each frame is 1 Gb. By using burst length
(BL) 4 mode and 2-clock CAS Latency (CL), this paper takes

Fig. 2  Two-fame structure CTM
 

Fig. 3  Three-fame structure CTM
 

Fig. 4  3D architecture of the SDRAM chip (MT48LC8M32B2)
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SDRAM chip MT48LC8M32B2 with capacity of 256 Mb as the
transposed memory. The 3D SDRAM chip has four banks, as
shown in Fig. 4, and the size of each bank is 4096 × 512 × 32. To
maintain the data availability, the SDRAM chip requires 4096
refresh cycles every 64 ms [20].

Fig. 5 shows the architecture of the highly efficient CTM design
here. It consists of eight pieces of MT48LC8M32B2 and one
memory management unit (MMU). The MMU is mainly used for
data stream switching and SDRAM address signals generating. If
the left side of SDRAM chips (SDRAM1∼SDRAM4) are used to
process the previous frame, the right side of SDRAM chips
(SDRAM5∼SDRAM8) will be used to process the latter frame and
vice versa. By adopting ping-pong operating strategy, the two sides
have the same principle. In order to combine the real part and the
imaginary part of each data conveniently, each side is divided into
two groups.

Take the left two groups of the SDRAM chips as an example. In
order to make full use of the ACTIVE and PRECHARGE
command cycles, the write operation will be alternated between the
Group 1 and the Group 2, and the read operation will be circulated
among four banks (BANK0∼BANK3), as shown in Figs. 6a and b.
Therefore, whether it is reading or writing, the valid data can be
seamlessly connected, and the data access efficiency can be
maximised.

The process of the refresh operation has two steps: ACTIVE-
PRECHARGE, as shown in Fig. 6c, which has been included in the
process of the read operation or the write operation. This means
that after each read or write operation, a refresh operation of the
selected row has also been done. Since the access of the SDRAM
chips is continuous, if each read or write operation activates
different row, the time required by all row traversal of the Group 1
and the Group 2 is about 0.33 ms, which is far <64 ms needed for
the refresh operation. Therefore, the refresh operation can be
avoided.

The original matrix data are written in row and read out by
column. In the process of writing, every four data are written for a
switch between the Group 1 and the Group 2, and every four rows
of data which will be written in the same number of banks are
written for a switch among four banks (BANK0∼BANK3). For the
convenience of description, every four rows of data are divided
into two groups (S and S’). Thus, each frame consists of 2048
groups (S0∼S1023, S’0∼S’1023), while the S groups are written in
the Group 1, and the S’ groups are written in the Group 2. As of the
write operation is alternated between the Group 1 and the Group 2,
the valid data can be seamlessly written, as shown in Fig. 6a.

The interleaving pattern in the Group 1 and the Group 2 is
shown in Table 1, and the interleaving pattern between the Group 1
and the Group 2 is shown in Table 2. The image data are
represented by d(x, y), while the abscissa x represents the range
line, and the ordinate y represents the azimuth line. 

In the process of reading, the MMU needs to generate the
starting address only, as shown in Fig. 6b. According to the data
arrangement of the writing process, the read operation is first

Fig. 5  Architecture of the highly efficient CTM design
 

Fig. 6  SDRAM access operations (CL = 2, BL = 4)
(a) Write operation, (b) Read operation, (c) Refresh operation

 
658 IET Circuits Devices Syst., 2019, Vol. 13 Iss. 5, pp. 656-660

© The Institution of Engineering and Technology 2019



performed in the Group1. Every four data are read out for a switch
among four banks (BANK0∼BANK3), and every four columns of
data are read out for a switch between the Group 1 and the Group 2
until all the matrix data are read out. As of the read operation is
circulated among four banks, the valid data can be seamlessly read
out, no bus cycle waste, as shown in Fig. 6b.

In each read or write operation, the MMU based on the
interleaving patterns shown in Tables 1 and 2 can be able to
activate different rows of the SDRAM chip and complete the cyclic
traversal of different rows. Meanwhile, the valid data can be
seamlessly connected. Therefore, the refresh operation can be
avoided, and the data access efficiency can be maximised.

4 Board-level verification
The efficiency of the CTM matrix transpose methods can be
calculated by dividing measured bandwidth by theoretical

bandwidth. In order to verify the efficiency of the proposed CTM
design method, this paper takes a SAR imaging system with the
RD algorithm and the CS algorithm shown in Fig. 1 as an example.
The verification platform is shown in Fig. 7. Using eight pieces of
MT48LC8M32B2 as the transposed memory, the imaging
algorithm and the MMU module are realised by the FPGA chip
XC7K325T. Meanwhile, the processing periods of 4K-point FFT/
IFFT is 4206 clock cycles. The operating frequency is 100 MHz.
Since each data in the matrix is 64-bit wide, the theoretical
bandwidth of this system is 800 MB/s.

Tables 3 and 4 show the execution time for the RD algorithm
and the CS algorithm in Fig. 1. As shown in Fig. 1, modules such
as PCMF, AMF, PF, and RMF are executed in parallel with FFT
and IFFT without additional image processing time [17]. Since the
execution time of 4K-point FFT/IFFT is nearly 42.1 μs, the total
execution time for the RD algorithm and the CS algorithm are 345
and 517.3 ms, respectively. 

Table 5 shows the comparison of the proposed SDRAM-based
CTM design method with several typical SDRAM-based CTM
design methods. The asterisk symbol (*) represents that the item
does not appear in the original paper. 

Compared with the typical SDRAM-based CTM design
methods, the proposed SDRAM-based CTM design method has the
highest transpose efficiency. As of the need to process the
continuous image frames, there will be a certain redundant control

Table 1 Interior-group interleaving pattern
Group 1:S0
d(0:3,0) d(0:3,1) d(0:3,2) d(0:3,3)
d(0:3,8) d(0:3,9) d(0:3,10) d(0:3,11)
… … … …
d(0:3,4088) d(0:3, 4089) d(0:3, 4090) d(0:3, 4091)

 

 
Group 2:S’0
d(0:3,4) d(0:3,5) d(0:3,6) d(0:3,7)
d(0:3,12) d(0:3,13) d(0:3,14) d(0:3,15)
… … … …
d(0:3,4092) d(0:3, 4093) d(0:3, 4094) d(0:3, 4095)

 

Table 2 Inter-group interleaving pattern
BANK0 BANK1 BANK2 BANK3
group 1
S0 S32 … S992 S1 S33 … S993 S2 S34 … S994 S3 S35 … S995
S4 S36 … S996 S5 S37 … S997 S6 S38 … S998 S7 S39 … S999
… … … … … … … … … … … … … … … …
S28 S60 … S1020 S29 S61 … S1021 S30 S62 … S1022 S31 S63 … S1023
group 2
S′0 S′32 … S′992 S′1 S′33 … S′993 S′2 S′34 … S′994 S′3 S′35 … S′995
S′4 S′36 … S′996 S′5 S′37 … S′997 S′6 S′38 … S′998 S′7 S′39 … S′999
… … … … … … … … … … … … … … … …
S′28 S′60 … S′1020 S′29 S′61 … S′1021 S′30 S′62 … S′1022 S′31 S′63 … S′1023

 

Fig. 7  Verification platform of real-time SAR imaging system
 

Table 3 Execution time for RD algorithm
Step Execution time, ms
from data input to node 1 172.5
from node 1 to data output 172.5

 

Table 4 Execution time for CS algorithm
Step Execution time, ms
from node 1 to node 2 172.5
from node 2 to node 3 172.4
from node 3 to data output 172.4
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cycles when the frame data is switched, and the transpose
efficiency is <100%. After board-level verification, the transpose
efficiency can be >99%, and the processing time of each frame are
about 345 ms with the RD algorithm and 517.3 ms with the CS
algorithm, which can meet the real-time requirement of the SAR
imaging system.

5 Conclusions
This paper presents a novel highly efficient CTM design system
based on the device characteristics of SDRAM chips and the two-
dimensional matrix transpose rules. The SDRAM access methods
and the interleaving patterns have been given here. Besides, the
transpose efficiency can be >99%, and no redundant logic
resources such as FIFOs are needed due to one clock domain
working condition. Furthermore, since the transpose efficiency is
close to the limit, the proposed CTM design method will be very
popular in the real-time SAR imaging domain and other
multidimensional image and signal processing domains.
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Table 5 Comparison of the CTM design method
Transpose method Theoretical

bandwidth,
MB/s

Measured
bandwidth,

MB/s

Efficiency,
%

two-fame [1] 1064 524.8 49.3
three-fame [2] 528 340 64
sub-block matrix
mapping [3]

250 110 44

sub-block matrix
mapping [4]

6250 3931.3 62.9

sub-block matrix
mapping [5]

1280 960 75

sub-block matrix
mapping [10]

* * 76

sub-block matrix
mapping [11]

1280 960 78

sub-block matrix
mapping [12]

8000 6936 87.6

the proposed method 800 799 99.9
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