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Additive manufacturing, also known as three-dimensional (3D) printing, enables produc-
tion of complex customized shapes without requiring specialized tooling and fixture, and
mass customization can then be realized with larger adoption. The slicing procedure is
one of the fundamental tasks for 3D printing, and the slicing resolution has to be very
high for fine fabrication, especially in the recent developed continuous liquid interface
production (CLIP) process. The slicing procedure is then becoming the bottleneck in the
prefabrication process, which could take hours for one model. This becomes even more
significant in mass customization, where hundreds or thousands of models have to be fab-
ricated. We observe that the customized products are generally in a same homogeneous
class of shape with small variation. Our study finds that the slicing information of one
model can be reused for other models in the same homogeneous group under a properly
defined parameterization. Experimental results show that the reuse of slicing information
has a maximum of 50 times speedup, and its utilization is dropped from more than 90%
to less than 50% in the prefabrication process. [DOI: 10.1115/1.4034010]
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1 Introduction

1.1 Background: Three-Dimensional Printing and Mass
Customization. Manufacturing and production have been a big
contributor to improved quality and sustainability of human life.
Current market trends, such as consumer demand for variety, short
product life cycles, high product quality, and low cost, have
resulted in the need for efficient, responsive, robust, and sustain-
able manufacturing and production paradigm. The traditional
mass production of standardized goods has been the source of the
nation’s economic strength and leadership position in the last cen-
tury; however, it is also because of mass production that we are
losing the competitiveness as it cannot handle the ever-changing
turbulent market environment. Innovative practitioners begin to
throw away the old paradigm of mass production and find their
way to a new paradigm, mass customization, by creating variety
and customization through flexibility and quick responsibility to
meet customers’ diverse and ever changing needs at near mass
production prices [1]. However, customized product is very
challenging to be mass-produced in traditional manners, and the
business has to wait for today’s advanced technologies to enable
profitable customization [2].
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As an emerging and advanced technology, additive manufactur-
ing (3D printing) can fabricate parts directly from 3D digital
models without part-specific tooling and fixtures [3]. Thus, it pro-
vides tremendous flexibility and significantly shortens product
development cycle while satisfying customized design require-
ments without cost penalties. Recent advancements in material,
process, and machine development have enabled 3D printing
processes to evolve from prototyping usage to end-use product
manufacturing [4]. Coupled with advanced 3D scanning and mod-
eling technology, 3D printing technology has the big potential to
enable mass customization and push the current marketplace to
the new frontier in business competition. Advanced 3D scanning
technologies allow for fast and accurate shape retrieving for com-
plex models, such as human body, which would open up great
opportunities for highly individualized products that are tailored
to fit the needs for a specific customer. Innovative companies,
especially the ones that provide human-centered products and
services, are already embracing the new mass customization para-
digm by making use of the unique design freedom offered by 3D
printing techniques [4].

1.2 Challenges: Computational Bottleneck. The unique
capabilities of 3D printing technologies enable new opportunities
for customization, very significant improvement in product per-
formance, multifunctionality, and lower overall manufacturing
costs. In typical 3D printing systems such as stereolithography
apparatus (SLA) or selective laser sintering machines, hundreds
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Fig. 1 The state-of-the-art flow of prefabrication computation in additive manufacturing: (a)
CAD model, (b) support generation, (c) contour slicing, (d) tool path planning, and (e)

3D-printed part

or thousands of customized parts with different shapes can be built
at the same time in a single machine. Therefore, mass customiza-
tion, instead of mass production, can be realized quite readily.
However, the lack of computational tools for mass customization,
rather than limitations of the hardware, is the key limitation when
considering 3D printing for mass customization. The input digital
model for 3D printing represents the object boundary by tessellat-
ing the surface with finite number of triangles. A complex model
requires a large number of triangle facets for sufficient dimen-
sional accuracy and surface smoothness, which will dramatically
increase the computational cost of geometrical operations includ-
ing contour slicing and tool path planning, etc.

The customized products share the characteristics of high level
of sophistication and complexity. For a decent hearing aid model
or human teeth model, more than 100,000 triangles are required to
guarantee the geometry fidelity and part accuracy. For a typical
SLA machine, the vertical resolution of 25-100 um reflected
by the layer thickness can be easily achieved, consequently
thousands of layers and millions of intersection points will be gen-
erated for a typical hearing aid model. With the advancement of
process and machine development, it is expected that higher phys-
ical resolution will be used in the near future. Higher resolution
will cause increased number of layers and more complex shape
for each layer, and thus, larger burden will be imposed on the
computational tools. It becomes even more challenging when the
computation is taking place in the mass customization environ-
ment, where hundreds of complex models have to be processed.

Very recently, Tumbleston et al. [5] proposed a CLIP approach
to continuously grow objects from a pool of liquid material
instead of printing them layer-by-layer. It has proven to be
25-100 times faster (complex products can be printed in minutes
instead of hours) than what is available in the market today and
has the potential to revolutionize manufacturing. The continuous
mode is an indication of infinite thin layer or infinite number of
layers which dramatically increased geometry processing burden
in prefabrication stage. As such, the continuous 3D printing opens
the door for mass customization with fully ready hardware sup-
port. However, the prefabrication computation framework
becomes the major bottleneck that hinders the realization of the
industrial revolution introduced by 3D printing.

Figure 1 shows the standard flow of the 3D printing process
which directly converts a digital model in Fig. 1(a) into a physical
object in Fig. 1(e). Due to the complex features, the digital model
of mass-customized object requires a large number of triangle
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facets for sufficient dimensional accuracy and surface smoothness,
which will dramatically increase the computational cost of geo-
metric operations for prefabrication. For example, in order to fab-
ricate one single hearing aid part with enough comfort in the ear,
more than 1 x 10° triangles are required to represent the digital
model to guarantee the geometry fidelity and part accuracy. With
the CLIP technology, the prefabrication time would be in the
order of 10h, while the actual printing time is in the order of
10 mins. Therefore, the prefabrication has become the bottleneck
in 3D printing, and there is an urgent need to devise a new para-
digm to accelerate the prefabrication of 3D printing in mass
customization.

1.3 Proposed Solution: Information Reuse. Although 3D
model has a very high complexity to process, the mass-
customized digital models share the characteristics of high
similarity. For example, all the hearing aid models possess the
same features with slight variation in terms of size, orientation,
and shape deformation (more than 97% similarity on average).
Figure 2 shows an example of two different tooth aligner models
which hold the similarity up to 99%. In traditional prefabrication
process, each digital model will independently go through the
aforementioned geometrical operations, and the majority of
prefabrication computation is redundant and repetitive.

It is this knowledge underneath the shape similarity that
potentially provides us with the opportunity to redesign the com-
putational paradigm for mass customization in 3D printing.
Inspired by this observation, we proposed a brand new computa-
tional paradigm to fully take advantage of the high similarity in

Fig. 2 Two tooth aligner models share 99% of similarity. The
left is for phase 0-30 days, and the right is for phase 31-90
days.
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mass customization. Our argument is that the computational par-
adigm of 3D printing in mass customization should not repeat
the same prefabrication computation among different design
models. Ideally, the major geometric computation will only be
conducted once for the 99% similarity portion, based on which,
local modification will be applied to the 1% variation portion.
On the basis of this argument, we presented a new computa-
tional paradigm of 3D printing for efficient mass customization.
This paradigm exploits the similarity of models in mass custom-
ization, avoids redundant computation, and only processes the
unique region of each model. Therefore, the new paradigm has
the potential to gain orders of magnitude improvement in the
run time. The detailed approaches will be explained in Secs. 2
and 3.

As in the early stage of the exploration on the new paradigm,
we are mainly focusing on one of the most important prefabrica-
tion procedures, i.e., contour slicing, in this paper. Note that the
proposed strategy is extensible and applicable to all the other pre-
fabrication procedures, such as tool path planning and support
generation. Our major contributions are summarized as follows:

(1) We developed a novel framework that can significantly
reduce the time of prefabrication for additive
manufacturing.

(2) We compute and make use of the bijective mapping
between different custom products to enable the reuse of
slicing.

(3) An efficient mapping optimization is developed to ensure
valid images can be generated from the transferred slicing.

Two main test cases commonly used in medical applications,
teeth aligner and hearing aid, are used to demonstrate the capabil-
ity and effectiveness of the proposed framework. Note that both
of them are human-centered products which require high level of
mass customization due to the complex geometry and shape varia-
tion, and therefore are well representative of the problem we are
addressing in this work. The rest of the paper is organized as
follows: The related works are reviewed in the rest of this section.
Section 2 gives the overview of the proposed algorithm. The tech-
nical details of computing and optimizing the mapping, as well as
the slicing reuse are given in Sec. 3. The experimental results and
physical test cases are shown in Sec. 4, and the conclusion is pro-
vided in Sec. 5.

1.4 Related Works. Historically, there are two waves of
mass customization: configured mass customization and personal-
ized customization. In configured mass customization, the cus-
tomers are provided certain number of choices based on a base
configuration to achieve variety and individualization. The mode
of modification on the base or template inspired us to design
different clusters for the models with high similarity in same cate-
gory and then fine tune the cluster prototype based on the custom-
ized information. The cluster-based methodology has not been
used or explored in literature before. Hildebrand and Alexa [6]
presented a close but not similar idea based on a sketch pipeline
for mass customization guiding the process of additive manufac-
turing. The process starts from sketch-based retrieval of a user
sketch in a large 3D model database and then customizes the
design by interactive local modification and eventually manufac-
tures the customized 3D shapes using a 3D printer. However, this
research work did not contribute on the prefabrication computa-
tion for 3D printing. Luo and Hancok [7] proposed a shape-based
interpolation technique using distance transform and morphing for
3D reconstructions, which is a reverse problem of slicing in 3D
printing.

Slicing is one of the most important prefabrication procedures
in 3D printing. Various methods and algorithms have been devel-
oped to slice the STL files and generate the contours. Two strat-
egies are commonly used for slicing: (1) for each triangle, search
for all the slicing planes that pass through it and (2) for each

Journal of Computing and Information Science in Engineering

slicing plan, search for all the triangles that have intersections
with it. The first strategy can easily identify the intersecting trian-
gles by checking the minimum and maximum z coordinate [8—14].
However, as the intersection points are located at different slicing
planes, only disjoint line segments are generated, further steps are
needed to form the line segments into loops. The second strategy
is commonly used for topology construction based slicing
algorithm [15-17]. By traveling along the neighboring triangles,
contours on the same slicing plan can be easily constructed. How-
ever, locating the starting triangle for the marching process
requires substantial computational time. Both of these two strat-
egies are designed for single model slicing rather than mass
customization.

Computing the mapping between different models is an essen-
tial step to enable the reuse of slicing, and some mapping technol-
ogies are reviewed here. When the models are simple, a spherical
domain [18] is commonly used, but it fails when the topology of
input surfaces is not trivial. Therefore, a more flexible framework
is to use complexes based domains [19-22], where surfaces are
first segmented into simplicial complexes. The global mapping of
an entire model can be obtained by parameterizing the partitions
of a mesh surface into its corresponding base domains with the
same boundary condition. Praun et al. [19] used the defined con-
nectivity of base domains on a template model as input to con-
struct the domains on different models consistently. Kraevoy and
Sheffer [21] and Schreiner et al. [20] further generalized the
approach to generate the base domains automatically based on a
greedy triangulation method. Kwok et al. [23,24] developed a
domain construction method using Voronoi diagram and a domain
optimization method to reduce the mapping distortion. Our study
finds that the optimized mapping is a good starting point and foun-
dation for our application.

2 Algorithm Overview

Projection-based stereolithography 3D printing is getting more
popular recently. The mask image is one of the most important
parameters in projection-based stereolithography. In order to per-
form the layered operation, the CAD model is sliced layer-by-
layer. Each layer can be converted into an image (see the top row
of Fig. 3). The layers are defined as the intersection of horizontal
2D planes with the 3D object (STL file). As the plane moves up,
successive layers are defined. Each surface that intersects the
plane forms a direct line segment on the planar slice. All these
intersection lines together will define the contour. However, this
process is computationally expensive especially when the mesh
size and the number of layers are huge to provide sufficient
quality and frames for the CLIP process. This inefficiency
becomes the major bottleneck for mass customization, where hun-
dreds or thousands of customized products have to be fabricated.

Our algorithm is based on an observation of the mass custom-
ization that a series of customized products is very similar in
shape and topology with just a little variation in geometry to fit
different individual needs. The basic idea is to modify an existing
prefabrication information for one of the products in a series, and
reuse it for all the other products in the same series, in such a way
that the complete pipeline of the prefabrication process only needs
to be done once. Figure 3 shows the concept of the slicing reuse.
Assume one of the teeth aligner (teeth 1) is picked to undergo the
standard slicing process, then it is sliced to a set of contours and
then mask images are generated for each of the contours. Due to
the reason that the slicing process (arrow under Slicing in Fig. 3)
is the bottleneck, our main goal is to bypass this process for other
models in the series (teeth 2...n) by making use of the shape simi-
larity between them.

Specifically, a bijective mapping is defined among the series
of models I'" : My = M,,, which could be given by the design
process [25] or established by cross-parameterization [23,24].
Because our focus is on the mask images projection where the
slices are 2D planes, we further constrain the mapping to be an
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Fig. 3 The overview of the reuse of slicing. (Top row) The traditional prefabrication pipeline
first slices the input model and then generates the images from the slices. The bottleneck is
the slicing process (shown in arrow under Slicing). (Bottom row) The proposed pipeline for
slicing reuse by computing the mapping between the input models and transfer the slices
from the slicing results, bypassing the slicing process.

in-plane mapping by optimizing the positions of vertices in the
base domains to align with the isovalues of height. As in the slic-
ing process for model 1, every slice is a contour which is a set of
ordered points, and the positions of points are stored in a text file.
The points are located exactly on the surface of the model. With
the defined mapping I', every point on the model 1 (p; € M) can
be found a correspondence in another models (p! € M,), i.e.,
I'(p;) = p!. Therefore, the slicing can be reused by mapping all
the points of contours from model 1 to model n and save it back
to a text file with the same ordering and format. As a result, the
slicing data are ready for model 7, and its corresponding mask
images can be generated.

If the mapping is not given, it can be computed within a few
seconds [23], and the computation complexity for mapping all the
contour points is linear with each step as quick as a lookup table.
This new prefabrication pipeline of reusing the slicing data by
making use of the model mapping can bypass the long slicing pro-
cedure, and it can make 30-50 times speedup for one model. This
efficiency is critical when there are many models in a series, and
we will demonstrate that the occupation of slicing process can be
reduced from more than 90% to less than 50% in the total time for
the prefabrication process. That is, the slicing process is just as
fast as the image generation process.

In Sec. 2 we will give the technical details of the mapping com-
putation and optimization, and the reuse of slicing.

3 Model Mapping and Slicing Reuse

The automatic generation of a 3D model like a human body,
face, or bone, is very common in the areas of CAD/computer
graphics and biomedical engineering. There is a plethora of appli-
cations involved in this process, for example, crowd simulation,
medical image analysis, and customized medical design. This pro-
cess is crucial because it reduces the reconstruction time of a
model, which is vital for fast medical preparation and mass cus-
tomization. Parametric design [25] and template fitting [26] are
the important techniques for mesh reconstruction, especially for
the applications which employ bioengineering analysis with the
use of finite-element method (FEM). This is because the models
generated by these methods are not only customized and accurate
but also the mesh topology and connectivity are consistent. In
other words, the generated models have the bijective mapping
among all of them. For the example of teeth aligner shown in
Fig. 3, it is designed by parametric modeling and direct manipula-
tion. Both of the processes maintain the consistency of the mesh,
so the mapping is defined among different teeth models. Note
that, as the models differ mainly in the XY-plane, the mapping
itself is nearly an in-plane mapping with just a little variation.

021009-4 / Vol. 17, JUNE 2017

Although most of the cases that the series of customized products
contain the mapping, we briefly introduce how the mapping is
established by using cross-parameterization when it is not given.

3.1 Cross-Parameterization. Without loss of generality,
assume a bijective mapping is needed for a source model M and a
target model M, with different mesh connectivity, vertex number,
and face number. The idea is to partition both models in a consist-
ent way to get two abstract layouts of simplicial complex. The
two patch layouts P, and P, have the same connectivity and are
consistent to each other. For each patch P’ in a patch layout, a cor-
responding planar domain B’ can be designed [27] (e.g., triangu-
lar, quadrilateral, and circular shapes), and a 3D-to-2D mapping
can be obtained. Ty : P = B! and I, : P! = B!. The mapping
between the base domains, i.e., the 2D-to-2D mapping, can be
established as Ty, : Bi = B by using barycentric coordinates [28].
Then, the cross-parameterization is established by the two 3D-to-
2D and the 2D-to-2D mappings:

r=r, I, I’ )

where I': My = M,. For more details, readers are referred to
Ref. [24]. This process is efficient and can be completed
within seconds [23]. To demonstrate the capability of the cross-
parameterization, we have established the mapping between two
hand models with different mesh and shapes shown in Fig. 4. By
aligning the models on a time domain (7), where hand models 1
and 2 are put at t=0 and r=1, ie, I'(t=0)=M, and
I'(t = 1) = M,, the intermediate ones can be generated by simple
linear interpolation of the vertex positions between them. It can be
seen that the correspondences between vertices are well-defined,
and the mapping quality is very good.

3.2 Mapping Optimization. The mapping given by the mesh
generation methods or computed by cross-parameterization
provides the correspondence between different models. This
correspondence is actually a general 3D mapping and can support
arbitrary shape difference and deformation. We want it to be an
in-plane mapping because we are focusing on generating images
that are in 2D plane. Therefore, a mapping optimization for planar
constraint is presented here. The objective of the optimization is
to incorporate the printing direction in the mapping, and to con-
strain the mapping that varies only in the orthogonal plane of the
printing direction. As a result, the mapping in a particular height
will be an in-plane mapping.

Refer to Eq. (1), the cross-parameterization (I') is constituted by
three parts: I'y, I'y, and I',. As the base domains (By, B,) are
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Fig. 4 The capability of cross-parameterization is demonstrated by linear interpolating the
positions of vertices between two input hand models at t=0and t=1

consistent to each other, the 2D-to-2D mapping Iy, for every point
in the domain is simply the linear interpolation of the corners of the
domains. That is, without loss of generality, for triangular domains,
the length ratio and the area coordinate determine the bijective
mapping for the boundaries and the interior of the domains, respec-
tively. Therefore, the planar constraint can be easily incorporated
by modifying the 3D-to-2D mappings (I'y, I';) to match with the
isovalues of height in the base domains. As long as both of the
mappings can successfully achieve the same goal for the value of
height, then the points in M will be mapped to the points in M,
with the same height, because 'y, is a linear mapping. Note that the
two 3D-to-2D mappings are independent to each other, and there-
fore, this optimization is linear and can be solved efficiently.
Specifically, assume a triangular domain having three corner
points (p, p,, P3), With the 3D coordinates p; : [x;, y;, z;]. For the
building direction in z axis, the height for the corner points are

h

their z coordinates, i.e., i =zy, hy =z,, and h3; =z;3. The points
construct a plane, and they are converted to a 2D coordinate
system in (u, v). By applying a proper rotational matrix, the z
axis in 3D can be aligned with the v axis in the 2D coordinate sys-
tem as shown in the top row of Fig. 5. Therefore, the v axis is
exactly the representation of height, and a set of isovalues of height
can be easily drawn by a set of horizontal lines. The basic idea of
the optimization is to project every vertex in 2D mapped by the
3D-to-2D mappings (I'y or I')) to align with the isoline of height
that it belongs to. The implementation of this is actually straight-
forward. The computation of the 3D-to-2D mapping can be based
on the mean value coordinate [29] of each vertex and its neighbor-
ing vertices. Similar to FEM, every vertex has a set of equations
related to its neighbors, and the union of all the equations makes a
linear equation system with the variables that are the vertex
positions in 2D (u, v). Constraining the mapping being in-plane is

hy

]

hpe J
=

< N—]
/

%

hs

Fig. 5 The mapping optimization constraining the mapping by fixing the height (i.e., z coordi-
nate). The transferred slices are in-plane by the constrained mapping.
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Table 1 Table of time statistics

Model Size #L Tslice TSZ[ Treuse
Teeth aligner 545,250 14,484 2h8mins Smins2ls 2mins42s
Hearing aid 327,428 8798 10mins29s 1 min 17s

Note: The time units are in hour (h), minute (min), and second (s). The
size of the model is reported as the number of faces. #L is the number of
layers. Tgjices Ts2s, and Treyse are the times for slicing, image generation
from slices, and slicing reuse.

setting the v coordinates as the height values and removing them
from the variables. As a result, the solution of the equation
system will just optimize the u coordinates with the v coordinates
well-aligned with the isovalues of height, and the mapping is opti-
mized. The bottom row of Fig. 5 shows the transferred slices
before and after the optimization. Remarked that, the optimization
does not create any additional burden to the computation, instead
it speeds up the process because the size of the linear equation
system is reduced by half.

3.3 Slicing Reuse. Given an STL file, which is the input
CAD model and it is represented by a number of faces stored by
their vertices, the traditional slicing process is to intersect the
model with a set of horizontal planes and result in a set of inter-
section points on the faces. The points can be reordered based on
the neighborhood relationship between the faces, and the collec-
tions of the ordered points are the contours. There could be multi-
ple contours at a particular height, but they are all exported in one
file, where each contour is stored as a series of points in the format
of (x; y1 z1 X2 ¥2 z»---). Besides this contour file, to enable the
reuse of slicing, another file recording the relationship between
the contours and the CAD model is also exported. The contours
and the CAD model are related by where the points of the contour
are located on the model. Specifically, as a contour point is the
intersection point on the CAD model, it must lie on the model in a
particular face. Therefore, by recording which face (f) a point
belongs to and the area coordinate (4; /, 43), the point (p) can be
expressed by the vertices of the face as

p=Aif - Vi+iof Vot laf V3 2

where A1,4,,23 >0 and A; + A + /3 = 1. We call this file the
encoding file, because every intersection point is encoded by a
face ID and area coordinate.

Contour files can be generated by an STL file and the encoding
files. Reading the encoding file, the face IDs are used to locate the
corresponding faces in the CAD model, and together with the
area coordinates, all the positions of points can be computed by
Eq. (2). Assume that the vertex positions of the CAD model are
changed, a different set of contour files will be generated by the
same encoding file. For a series of models with the mapping

Layer #0 Layer #1000

Layer #2000

AYRVRY

defined among them, the mapping I" is able to find for every
vertex of one model the corresponding positions in other modes.
As a result, the vertex positions of the CAD model can be changed
for other models in the series, and the contours can be customized
individually with the same encoding file.

4 Results

We have applied our developed framework to two common
cases in medical applications: teeth aligner and hearing aid. The
two cases also have a great demand of mass customization, both
in different stages of the same client or among different clients.
The experimental tests are run on a PC with Intel(R) Core(TM)
17-4790 CPU at 3.60 GHz, 8 GB RAM, and the layer thickness is
set to 1 um for a sufficient resolution for the CLIP process. The
time statistics of the two test cases are summarized in Table 1.

The teeth model has a model size of 273,000 vertices and
545,000 faces. It is oriented as shown in Fig. 6 with the z axis
(building direction) pointing out of the paper. The height of the
model is 14.484 mm, and thus, there are 14,484 layers in total. In
the traditional way, slicing on teeth model takes 2h and 8 mins,
where generating images from the slices takes 5 mins and 21 s, so
the total time for each teeth model will be 2h and 13 mins. It can
be seen that the slicing procedure is the major bottleneck of the
prefabrication process. Assume that there are 100 models to be
fabricated, the total time for the slicing and generating images
will be more than 9 days, where the slicing time occupies 96% of
the total time. It is ironic that the CLIP process speeds up the
fabrication time from hours to minutes, but the prefabrication
time is increased from minutes to hours. Fortunately, if the slicing
information can be transferred and reused by the mapping defined
between models, then no slicing is needed for other models. The
reuse of slicing takes only 2mins and 42s for one model, so
the total time for each transferred model will be (2mins and
42s)+ (Smins and 21s)=8mins and 3s. For 100 models, the
total time will be (2h and 13 mins)+ 99 X (8§ mins and
35)=15.5h, in which the slicing and transferring time occupies
only 43% of the total time. Figure 6 shows the mask images that
are generated for the traditional slicing for teeth 1 and the reused
slicing for teeth 2, as well as the fabricated parts, respectively. To
validate the proposed method in terms of accuracy, we have
applied the traditional slicing for teeth 2 and compared its mask
images to those of the reused slicing. The mask images are the bi-
nary images with only zero or one in each pixel, and the similarity
of two mask images is measured by counting the number of corre-
sponding pixels in the images that are the same, i.c.,

>3 MhGi) = i)

1

St ) = wx h

where w and /& are the width and height of the images (/;, 1,). We
have compared all the pairs of the mask images in the same layer

9

Fabricated

Layer #5000 Layer #7000

3

A

Fig. 6 The mask images in the top row are generated from the contours that are directly sliced on the model of teeth 1. Those
in the bottom row are generated from the reused slices that are computed based on the mapping from teeth 1 to 2. The fabri-

cated parts are shown in the right.
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Hearing Aid 1

Layer #0 Layer #2000

Hearing Aid 2 @mmg

(O |

Layer #4000 Layer #6000  Fabricated

Fig. 7 The mask images in the top row are generated from the contours that are directly
sliced on the model of hearing aid 1. Those in the bottom row are generated from the reused
slices. The fabricated parts are shown in the right.

from the direct slicing and the reused slicing. All the pairs have
the similarity greater than 99.99%, and the least similar one has
only four pixels different (image size is 1024 x 768). The statis-
tics have shown that adopting the proposed work can greatly
reduce the computational time without the loss of geometric
accuracy.

Another test case is the hearing aid, which is a smaller model
with the size of 164,000 vertices and 327,000 faces. Similarly, it
is oriented as shown in Fig. 7 with the z axis (building direction)
pointing out of the paper. The height of the model is 8.789 mm,
and there are 8789 layers. Slicing the hearing aid model takes
10 mins and 29s, where generating images from the slices takes
I min. Again if there are 100 models to be fabricated, the total
time for the slicing and generating images will be more than 19h,
where the slicing time occupies 91% of the total time. With the
defined mapping, the reuse of slicing takes 17 s, and the total time
will be (I11mins and 29s)+99 x (1 mins and 17s) =138 mins

32, in which the slicing and transferring time occupies only 28%
of the total time. The mask images for both cases and the corre-
sponding fabricated parts are shown in Fig. 7.

In order to verify the effectiveness, physical parts are also
printed on a homemade machine based on CLIP technology. The
mask images generated from the proposed new prefabrication
pipeline are utilized as the frame of the video projection to grow
the batch of mass-customized parts. Figures 8(a) and 8(b) show
the digital models, and Figs. 8(c) and 8(d) show the printed parts.
The fabrication time is around 10mins for the hearing aid and
4 mins for teeth aligner, which are well comparative to the compu-
tational time of prefabrication using the proposed method.

5 Discussion and Conclusion

In this paper, we have presented a new prefabrication pipeline
to reuse slicing information for additive manufacturing especially

Fig. 8 Physical test cases: (a) digital models of aligners and (b) hearing aids, (c) printed
aligners, and (d) hearing aids
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for the CLIP process. Our observation is that although there are
many customized products to be fabricated in mass customization,
they are similar in shape, and a bijective mapping between them
is defined or can be easily established. Taking advantages of the
mapping, the sliced contours can be transferred and reused,
and thus, only one time of slicing has to be preformed. We have
presented the techniques for establishing an in-plane mapping
among different models as well as the reuse of slicing. Valid mask
images can be directly generated from the reused slicing. Note
that, although we focus on the mask-image-projection-based fabri-
cation method, the slices of which are planes, it is not necessary
to be planar. This framework is general for all kinds of slice/
planning including nonplanar ones (e.g., computer numerical con-
trol machine tool path). For nonplanar reusing, optimization to in-
plane is not needed, and it will be our future work to study the per-
formance of the framework in the nonplanar cases. The experi-
mental tests have demonstrated the effectiveness and the
efficiency of the framework. The prefabrication process can be
speeded up to more than 30 times, and the occupation of slicing in
the throughput can be reduced from nearly 90% to less than 50%.

One of the limitations in this framework is that it can only work
on the models with shape difference mainly in the horizontal
plane, i.e., perpendicular to the building direction. For the models
having shape difference in the building direction, the topology of
each slice is changed, and the current framework is not able to
handle that. Our future work will extend our framework to handle
this kind of topology changes. A possible solution is making use
of the defined mapping to trace the vertical difference, and con-
tours will be added or removed in an adaptive way.
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