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\begin{abstract}
Additive Manufacturing (AM) processes have been increasingly used to manufacture energy storage products with dedicated material preparation and post-processing stages to enhance product properties. Most researchers focus on selecting materials and improving processes, yet the system modeling and management has not been investigated so far. This paper extends the conventional single-stage AM processes to multi-STage distRibutEd AM (STREAM) systems. In STREAM, a batch of material produced at the pre-processing stage is jointly consumed by distributed AM printers, and then the printed parts are collected for the post-processing stage. Modeling and managing such complex systems have been challenging. We propose a novel framework for “cyber-coordinated simulation” to manage the hierarchical information in STREAM. This is important because simulation can be used to infuse data into predictive analytics, thus providing guidance for the optimization and control of STREAM operations. The proposed framework is hierarchical in nature, where the single-stage, multi-stage, and distributed productions are modeled through the integration of different simulators. We demonstrate the proposed framework with simulation data from Freeze Nano Printing (FNP) AM for the fabrication of energy storage products.
\end{abstract}

1. Introduction

Energy storage products are requesting both high energy density and high power density, but most of the existing processes are unable to manufacture energy products with both properties [1]. Freeze Nano Printing (FNP) is a novel 3D printing process that has the potential to satisfy these two requirements simultaneously. FNP seamlessly integrates inkjet printing, rapid freezing and freeze casting in order to fabricate multi-scale multi-functional porous structures [2,3]. Fig. 1 shows a demonstration of the FNP process. Differing from other AM processes, where materials are heated up, the FNP prints nano-materials in a solution by rapidly freezing the solution into a solid (Fig. 1). In specific, the aqueous nano-material suspensions are usually centrally prepared (Step 1) and loaded into reservoirs for electrode and electrolyte materials. The materials are selectively solidified in cryogenic environment (Step 2) during printing, where water serves as support media to hold the overhang features. The 3D printed ice structure is heat-treated by further freezing and then the ice is removed by sublimation, leaving a porous structure (Step 3). The resulting body can either be used as is or be further annealed or sintered, depending on the properties of the materials (Step 4). Compared to existing AM processes, the FNP has advantages of: (1) Multi-scalability: The macroscopic structures are controlled by inkjet printing, while the microscopic features are controlled by freeze casting. (2) Enhanced integrity: Nano-material constructs with high integrity are formed by hydrogen bonding and π − π stacking, overcoming the delamination issues widely seen in existing AM processes [2,3].

As shown in Fig. 1, the performance of FNP products depend not only on the printing stage in Step 2, but also on the pre-processing material preparation and post-processing thermal annealing stages. In addition, while the operations in pre-processing and post-processing stages are often centralized to achieve economies of scale, the main manufacturing stage, FNP, is envisioned to be distributed. This is because all 3D printers can fabricate customized individual parts and the production can be located closer to customers to shorten the supply chain. Therefore, the system has a batch of materials consumed by
distributed printers to fabricate energy products, which are annealed in a centralized furnace. We call such a system a multi-STage distRibutEd Additive Manufacturing (STREAM) system. The common properties of STREAM are: (1) a batch of raw material is prepared at a centralized location; (2) multiple AM machines, usually distributed in various locations, jointly consume the raw material for product fabrication; and (3) the fabricated products are transited to a centralized location for post-processing (e.g., support removal, sintering, annealing).

STREAM is a Cyber-Physical System (CPS) whose performance is intricately associated with local processes and interactions among these processes. For instance, the thermal management (thermal distribution and waiting time among layers for sufficient freezing and solidification) in the printing process plays a vital role. This is because the spatial and temporal thermal behavior governs both the macro-structure (geometry, dimension and surface quality) and micro-structure (pore size, density and morphology), which consequently affect the process quality, productivity and product functionality [4]. In addition, the post-processing (such as annealing) will affect the final product's geometry and properties, given a product printed from FNP. Currently, researchers only focus on optimizing the material selection and printing [2,3], but did not consider the interactions among multiple stages. In general, manufacturing processes in STREAM are usually analyzed/planned locally in industry, resulting in a limited global performance [5,6]. The interaction among the processes is an important but much less investigated area. How to keep track of the STREAM system as a synergy poses significant challenges yet a great opportunity for the entire system optimization. CPS technologies have the potential to significantly and positively impact these manufacturing systems [7,8]. However, as pointed out in [9], “much literature effort has been put on technological characterization, while there is a lack of knowledge on the operations management characterization to manage such new systems”. Some pioneer work has demonstrated some operation case studies, for instance, [8] provided Cloud-based Distributed Process Planning, which is a joint effort between KTH and Sandvik, Sweden, for cloud-based distributed and adaptive process planning. In this work, we investigate the system operation in a new FNP STREAM.

Two approaches for characterizing system operation are physical models or simulation models. Conventionally, physical based models are widely used to keep track of a manufacturing process. The physical based models have the advantage of interpretability from the system physics and can capture the process accurately after calibration [10]. However, when the system is complex like STREAM, an accurate physical model for the entire system is not yet available. Discrete Event Simulation (DES) can be used for such scenarios. However, STREAM poses significant challenges for DES since multiple distributed processes take place, and it is extremely challenging to manage the DES so that it is reflective of the processes. In this work, we integrate the physical model and DES by cyber coordination to tackle this problem. It is worth noting that the STREAM structure is widely encountered in manufacturing systems and beyond. For instance, in the aero-engine coating process, the spraying particles are melted and propelled to the engine surface for surface protection [11]. The quality of the coating is highly dependent on the particle properties, such as uniformity, purity. Meanwhile, the coated surface will be trimmed before putting into service. The proposed cyber-coordinated simulation framework helps the system integration and operation excellence, and is widely applicable to these systems.

In this study, we demonstrate the cyber-coordinated simulation with FNP, and consider the hierarchical information flow at the local printing, multi-stage and STREAM levels. At the local FNP level, a physical model is used for describing the local printing process. However, the physical model is time-consuming to be executed, and we therefore build an emulator for the physical model. In particular, we are interested in: (1) the non-uniformity of the droplet thermal distributions, which will affect the macro-structure and micro-structure of the product; and (2) processing time, which is the summation of printing time and waiting time among layers. The thermal non-uniformity and processing time separately reflect the product quality and productivity, and will be modeled with material properties and printing process parameters in a multi-response Gaussian Process (GP) emulator. It should be noted that, in this paper, our focus is on proposing a cyber-coordinated simulation framework for the production control of the FNP process. In the future, we will study the tests such as the charge and discharge tests, since the physical models describing them are not well established and therefore it is very challenging to build simulators for them. At the production level, a DES is developed to generate coordinated simulation framework for the production control of the FNP process. After that, the STREAM physical system and cyber system are described in Sections 3.1 and 3.2, respectively. We then perform the simulation in Section 4, and demonstrate the proposed framework in Section 5 based on the simulation. Finally, we draw conclusion in Section 6.
2. Related literature

2.1. Energy-AM system

Due to the increasingly limited availability of fossil fuels and ever increasing growth in energy demand, there is an urgent need to develop next-generation high-power energy storage systems [12,13]. However, there are two major barriers for the existing fabrication approaches. First, as pointed out by the U.S. Defense Logistics Agency, the current energy storage devices have either high power density or high energy density, but not both [1]. Second, the current energy storage devices cannot meet the flexible design requirements from wearable sensors, etc. [14]. Benefiting from a large surface area, graphene aerogel supercapacitors have the advantage of high power and energy density with low weight ratio. These super capacitors are considered to be one of the most promising directions for energy storage devices [15]. However, the recent successful methods can only produce continuous films with no control over geometry and position. AM can selectively deposit multi-functional materials at specific locations in a controlled manner to form complex object [16–20], and this unique property makes AM one of the best candidates for fabricating engineered graphene supercapacitors, and has been broadly applied to fuel cells, batteries, hydrogen, solar cells, etc. [21]. FNP is a novel AM process that possesses high scalability and enhanced integrity [22,22], as introduced in Section 1. Currently, FNP is at niche stage, fabricating products with “tailored macro-architectures is still a significant challenge” [23]. There is a need to study the processes and systems for the product optimization. In particular, the thermal behavior is the most important factor in FNP, for both quality and productivity. Some endeavors have been spent to build physical models to describe the thermal behavior during the printing process [24–27]. These physical models can be predictive of the local processes, but cannot handle the continuous production system of STREAM structure. In this paper, we propose a novel cyber-coordinated simulation framework to systematically study the multi-stage and distributed processes in FNP, and improve the energy products fabrication quality and productivity.

2.2. STREAM system simulation

Concerning the manufacturing system, both analytical models (e.g., stochastic processes, differential equations) and Discrete Event Simulation have been widely adopted [28,29]. In particular, DES has shown very powerful for the analysis of the performance of automotive and assembly lines of arbitrary complexity [30,31]. As reviewed in [32], DES was classified into three general classes of manufacturing system design, manufacturing system operation, and simulation language/package development. This paper revealed a shift from design to operation in the literature, due to the increase of computational power and computer memory. For instance, [33] used DES for the scheduling of hydraulic valves production in a machining job-shop. [34] claimed that there is a lack of simulations for “analysis of the manufacturing process and integration with other dependable features such as production chains and the facility environment”, and built a holistic simulation of a manufacturing facility considering machines, manufacturing process chain and built environment to understand the interaction between materials, energy and resource flows. In summary, DES can be used to capture the system heterogeneity (caused by distributed machines) and dynamics. Moreover, the machine assignment, resource tracking, etc. can be considered in the DES [35,36]. However, DES for STREAM has not been developed yet. One major aspect to consider when modeling STREAM is the presence of physical mechanisms/models that are adopted to emulate the physical freeze casting process and the system level dynamics which is mainly determined through events [37,38]. In principle, we need to coordinate the physical models characterizing the single job processing, and the system level dynamics mimicking the interaction among several machines processing jobs at different stages. In this paper, in an attempt to achieve computational efficiency, and to supply the user the possibility to embed optimization within the simulation code, we will develop an event-based implementation of the system dynamics, where we synchronize the physical model(s) and the system level dynamics by triggering events that require to start the execution of the process model. Once the process model execution is over then an event is scheduled within the system simulator. Using DES for system level modeling is a choice justified by the ample literature and the modeling flexibility (e.g., no assumptions are required) that DES provides [28].

2.3. Contribution

This paper presents STREAM and shows the details of its development and testing in FNP. The FNP STREAM system studied herein uses physical models to represent the thermal distribution during the manufacturing process, a major determinant for the quality of the manufactured products. In order to allow for the system performance evaluation to run efficiently and, potentially, in real time, we develop a learning structure that uses physical simulations and potentially real data to construct a surrogate heat transfer model using a multi-response GP model. This GP-based emulator allows to quickly generate heat transfer information, and subsequently compute the processing time and printing failure. This information is integrated with the system level simulation model, which is implemented as event-based simulator. In order to enable such an integration, we extend the Event Relationship Graph formalism, proposed for the first time in [39], by creating new event types that allow to run the emulator. The major contributions of the proposed framework are:

1. STREAM cyber-coordinated simulation framework. STREAM is highly integrated at multiple levels, and it is extremely challenging to achieve the robust and efficient decision-making for quality and productivity control. The cyber-coordinated simulation transforms FNP and energy-AM field to unprecedented quality and productivity, and it can be applied to other cyber manufacturing systems.

2. Multi-response emulation of physical models. The complex physical phenomena in FNP can be described by physical models with multiple characteristics, but the computation of these physical models is time consuming. We therefore use a multi-response GP model to emulate these physical models, which can achieve the efficient and accurate prediction for new printing jobs.

3. Multi-level simulation for STREAM. We build a system level simulator for a large scale STREAM. In order to achieve computational efficiency, we chose the Discrete Event Simulation paradigm. Our system-level Discrete Event Model, based on Event Relationship Graphs, is synchronized with the physical process simulation by means of the processing time, which is set to be equal to the termination time for the numerical model, and the thermal profile resulting from the physical model that is responsible for deciding whether to scrap the produced job.

We test the physical and the integrated simulators over several production scenarios where incoming jobs have different geometries and are characterized by different manufacturing conditions leading to different failures during the FNP. We observe the impact of resource allocation and server capacity allocation on the cycle time and work in progress. We believe that this study will form the basis for the implementation of more distributed AM systems.

3. STREAM framework

As shown in Fig. 2, the STREAM framework consists of the physical system and the cyber-coordinated simulators. Section 3.1 introduces the FNP physical system that unlocks exotic material properties by
combining inkjet printing and freeze casting to print multi-scale multifunctional porous structures. The physical system to be built is a STREAM testbed for FNP energy-AM process. As a test case, dedicated design families of energy storage products (i.e., super-capacitors in Fig. 1) will be fabricated by energy-AM through simulation studies. Section 3.2 introduces the cyber system to be built in this work, which consists of multi-resolution distributed cyber simulators. These simulators will capture the manufacturing activities at single- and multi-stage processes, and the whole STREAM production system. The system dynamics during the simulation will be checked to guarantee the simulators are synchronized with the physical system.

3.1. The STREAM physical system

3.1.1. Printing system setup

The physical setup used in this paper is shown in Fig. 3a. A personal computer controls the whole system, including the three-axis motion driving system, material jetting system, temperature and pressure control system. Besides, the computer also stores the software that can import 3D digital model and convert them into machine commands for the motion trajectory, material extrusion and other process parameters. The material jetting system consists of a pressure regulator, multiple material reservoirs, and piezo-based jetting devices. A temperature control system is applied to the print head such that the temperature of the material is constant and just above the melting point in order to keep reliable printing property. A two-nozzle platform is setup to print graphene and supporting material (ice), as shown in Fig. 3b. The whole system was placed in a freezer with the inside temperature well below the material's freezing point.

For inkjet printing, the graphene nanomaterial is hydrophobic and thus segregates in water even at very low concentration unless surfactants added for their surfaces are functionalized. The segregation of graphene leads to the nozzle clogging and thus severely affects the printability. Due to the presence of hydrophilic functional groups, Graphene Oxide (GO) is hydrophilic and can be easily dispersed in water at relatively high concentrations. Although GO is not electrically conductive, it can be thermally, chemically and photo-thermally reduced to graphene. Based on the excellent properties stated above, GO is suitable to serve as raw material. Low concentration (10mg/ml) aqueous GO ink was selectively ejected onto an aluminum platform with a certain amount of flow rate and moved following a predefined path. The ink is then frozen through the heat conduction with the platform and heat convection with the ambient. During the frozen process, the phase changing and separation can force the non-freezable solid nanomaterials (i.e., GO) to accumulate between the growing ice crystals. The nanomaterials trapped by the ice crystals form bridges between the crystals. If the loading of nanomaterial is enough, the entrapped nanomaterials will form a continuous 3D network molded by crystals. The nanomaterials trapped by the ice crystals form bridges between the crystals. The 3D printed “green” part will then be freeze dried and the water will be removed to achieve the final graphene aerogel (GA) with porous structures. Fig. 3c-3e shows multiple 3D printed GA structures. The interested readers are referred to our previous work for the detailed explanation of the 3D printing GA process [2].

To scale up the production, multiple printing systems described above could be allocated in various locations for the energy products printing. As discussed in Section 1, the STREAM physical system to be tested in the simulation consists of (1) pre-processing material preparation, which takes around 5 hours for a batch of 1000 ml; (2) FNP for 3D printing, the printers have a printing area of dimension 10cm × 10cm, and a printer can sequentially print multiple jobs. If multiple jobs are assigned to a printer, they can only be aligned within the same layer. Furthermore, there should be some spacing among the aligned parts. Here, we assume a 80% space utilization for the printing areas of the printers; (3) post-processing sintering, the sintering will
take 24 hours. The sintering furnace working dimension is 30cm × 30cm, and again, only one layer of the parts can be aligned in the furnace. We assume a space utilization rate of 80% for the furnace. It is very challenging to build and study such a STREAM system due to the complicated system structure and dynamics. In the following, we describe the proposed cyber-coordinated simulation framework for STREAM analysis.

3.2. The FNP STREAM cyber system: printing process modeling and simulation

FNP integrates inkjet printing and freeze casting, and therefore has sophisticated heat transfer mechanism that affects the process performance (e.g., geometry and integrity). In particular, the freezing rate, which affects material bonding and process productivity, is governed by the heat transfer between the new material, frozen material, and environment temperature. As shown in Fig. 1 and Fig. 3, in the printing process, the materials are printed in a drop-on-demand (DoD) mode, in which discrete droplets are deposited onto the designed locations. The deposited inks, with an initial temperature of 5°C then solidify in a short time due to the heat conduction with the heat sink under build parts are built layer by layer. After each layer, the nozzle waits until the entire layer solidifies before building a new layer on its top, in order to ensure the layer is cold enough to stand under the upcoming heat impulse (i.e., results in waiting time after each layer). We will use physical model and its emulator to describe the above phenomena in the FNP process, which is important for the printing process and entire STREAM production control.

In particular, we modified the heat transfer models from [40] for the energy products shown in Fig. 4. In the simulation, an element represents a droplet and the heat transfers are well depicted by computing thermal condition of each element iteratively through solving:

\[ \tau T + \frac{q}{k} = \frac{1}{\alpha} \frac{dT}{dt} \]  

(1)

where \( T \) is temperature, \( q \) is the internal heat generation rate, \( k \) is material conductivity, and \( \alpha \) is thermal diffusivity. There is no heat generation inside material, thus \( q = 0 \).

With the “thermally small” theory [40], Eq. (1) can be simplified as the following iterative equation for solving the temperature history [40]:

\[ T_{i+1} = (T_i - C_1) \exp([-C_2 \Delta t]) + C_1 \]  

(2)

where \( C_1 \) and \( C_2 \) are constants related to material properties and boundary conditions, and \( \Delta t \) is the time step. With appropriate materials properties and boundary condition inputs, explicit analytic solutions for thermal behavior of each element can be obtained from Eq. (2).

However, it is time-consuming to solve the model in Eq. (2) with an exact solver for energy products (for instance, the part in Fig. 4b took around 4 hours in Finite Element Analysis (FEA) to solve). To address this computational challenge, we propose a GP emulator of the physical model, so that the thermal characteristics can be predicted in near real time. The GP emulator will be constructed based on the material level characteristics and the process parameters. GP is widely used for physical model emulation and calibration [10, 41, 42], due to its capability to capture the nonlinear input-output relationships. In this work, we jointly model thermal non-uniformity and processing time via a multiresponse GP model [41]:

\[ y_i = \eta(x_i) + e_i \]  

(3)

where \( x_i = (x_{i1}, \ldots, x_{ip})^T \) are the model inputs, \( y_i = (y_{i1}, \ldots, y_{iM})^T \) are the outputs, \( p \) and \( k \) are the number of inputs and outputs, respectively, \( \eta(x_i) \) is the covariance for the ouputs following GP, and \( e_i \sim N(0, \Sigma = \text{diag}(\lambda_1^{-2}, \ldots, \lambda_6^{-2})) \) is the noise term. For the \( t \)-th output, the Gaussian kernel \( \text{Cov}(x_i, x_j) = \frac{1}{\lambda_1^2} \exp(-|x_i - x_j|_2^2) + \frac{1}{\lambda_2^2} \) is used, where \( x_i \) and \( x_j \) are two points in the parameter space, \( \beta \) is the scaling factor, \( \lambda_{xx} \) is the precision parameter captured by the model, and \( \lambda_{xx} \) is the precision parameter captured by the residual [41]. The parameter estimation can be performed using Markov Chain Monte Carlo (MCMC), see details in Section 5.

In this work, we are interested in the quality and productivity of the FNP STREAM system. The inputs to be used in the GP emulator are (1) specific heat (\( c_h \)), (2) frequency (\( f_3 \)), (3) layer thickness (\( x_d \)), (4) interface heat coefficient (\( x_s \)), (5) element heat coefficient (\( x_c \)), and (6) super-capacitor droplet size (\( x_c \)), and the outputs to be used in the GP emulator are (1) thermal non-uniformity (\( y_1 \)), which is calculated by followings: we count the time for a single element to fall from the initial temperature of 5°C to −15°C, and calculate the standard deviation of this temperature decrease rate among elements in a layer. The average of these layer-wise standard deviations is used to represent the overall part thermal non-uniformity; and (2) processing time (\( y_2 \)), which is defined as the summation of waiting time and printing time. In Section 5, we will provide more details on the simulation data generation from the physical model, and GP emulator estimation and validation.

The emulator will interact with the DES for the STREAM operation optimization. In particular, to optimize the local process, one can find frequency and layer thickness that can yield uniform thermal distribution and appropriate processing time (the minimum time to allow sufficient freezing among layers). To optimize the global system, DES will synchronize the emulator and production simulators, which will be discussed next.

4. STREAM system simulation

4.1. Simulation principles

At the core of the proposed approach, we adopt Event Relationship Graphs (ERG). The ERG formalism can model any DES, and its formal relationship with Mathematical Programming, Petri Nets and Automata have been partially investigated in the literature [43–45].

![Illustration of the Printing Process](a)

![An Example of Printing Job](b)

**Fig. 4.** An illustration of the printing process and designed part.
Fig. 5 provides an example of ERG formalism to model a G/G/1 queue. The nodes A, S and D refer to the Arrival, Start, and Departure events, respectively. An arrival event can schedule another arrival event according to the inter-arrival time \( t_{AA} \) (interpreted as either deterministic or as a realization from a random variable), and it increases the queue level \( Q \leftarrow Q + 1 \). An arrival event can schedule a start event if there is a free server (i.e., if \( R > 0 \), the arcs with “s” represent conditions). A start event reduces the number of free servers to \( R = 0 \) and the queue level \( Q \leftarrow Q - 1 \), and it schedules a departure event with a delay of \( t_{SD} \). The departure increases the number of free servers to \( R = 1 \) and it schedules a start in case there are jobs waiting in queue (i.e., \( Q > 0 \)).

An hybrid version of the ERG in Fig. 5 can be obtained by modeling the events as Ordinary Differential Equation (ODE) or Partial Differential Equation (PDE). While such a modeling has not been proposed in the literature, we will extend ERGs in this paper to allow to specify continuous dynamics through differential equations, using the mechanics of event execution to trigger the simulation of the differential equation.

4.2. STREAM system model

Fig. 6 represents a simplified version of the ERG graph realized for the simulation of the STREAM system. We can see that, graphically, three main events blocks can be observed in the figure. The events with superscript “pre” refer to the pre-processing stage, while the events with superscript “am” refer to the additive manufacturing stage, and, finally, the superscript “post” refers to the set of events dedicated to the modeling of the dynamics of the post-processing stage.

We will separate the description of the model into two parts: First, we present the discrete event dynamics for pre- and post-process; then, we focus on the portion of the model dedicated to the additive manufacturing process in order to clearly explain the integration with the physical model.

4.2.1. Pre- and post-process stages

These stages have two types of events: the batching event \( B_{k}^{pre} \) and the departure event \( D_{k}^{pre} \). For the pre-process, we consider a total amount of raw material \( \Delta \) and a utilization \( \delta_{i} \) of raw material from each part type \( i \). We assume a known product mix \( \{\alpha_{i}^{pre}\} \), where \( \alpha_{i} \) represents the percentage of product of type \( i \) within the product mix and \( I \) is the number of considered part types. The simulation run length (the total number of produced jobs) is set to be \( N \). At the pre-processing operation, the simulator receives as input a set of jobs to be produced, and, based on their characteristics, it generates the vector of expected material consumption, which we refer to as \( B = \{b_{1}, b_{2}, \ldots\} \). The batch event is triggered if a pre-process resource is available and there is request for pre-process. At this point, it will process as much material as the capacity of the pre-process servers has and fill as many servers as available. So, we assume there are \( k = 1, \ldots, M_{pre} \) servers that can perform the pre-process operation. The departure event is responsible for releasing the job to the AM stage. If an AM machine is available, then another batching event is scheduled to happen at any of the free servers at the AM stage (arc connecting \( D_{k}^{am} \) to \( B_{k}^{am} \) in Fig. 6). We assume a stochastic uniform processing time for the pre-processing stage \( U(t_{pre,low}, t_{pre,up}) \). The post-processing stage is treated similarly; i.e., assume there are \( k = 1, \ldots, M_{post} \) servers and a stochastic uniform processing time, \( U(t_{post,low}, t_{post,up}) \).

4.2.2. Additive manufacturing stage

For the printing stage, we have the same events defined for the previous stages. However, as represented in Fig. 6, the departure event \( B_{k}^{am} \) triggers the solution of the physical model (represented by the zigzag lines in Fig. 6). Specifically, the solution of the model leads to two inputs returned: the process time required for the set of jobs loaded into the machine and a vector \( f \) containing the indexes of the loaded jobs that resulted in a temperature profile outside of the allowed range. In such a scenario, the jobs need to be discarded and are not released to the post-processing. The same information can be gathered from the GP-based emulator that approximates the physical model, presented in Section 3.2.

The process time is used to trigger the event \( D_{k}^{am} \). As for the other stages, each job has a volume that is considered to compute the maximum number of jobs that are allowed in the same printing server. In particular, the jobs from the queue are chosen with the consideration of each printing machine’s capacity. As a result, a set of jobs \( I = \{i_{1}, i_{2}, \ldots\} \) is finally assigned to the \( i \)-th printing machine if it is free. The printing station is modeled as a parallel server with \( M_{am} \) resources.

There are two main elements of connection between the numerical simulation build to emulate the behavior of the physical process (section 3.2) and the system level simulation: (i) processing time which is a function of the frequency and droplet size, (ii) thermal non-uniformity that impacts the quality of the product. When the \( B_{k}^{am} \) is executed, the numerical simulation is started, then the length of the simulation \( T_{k} \) for the \( i \)-th batch at the \( k \)-th printer (generally different for each printer and batch, this time is treated as a random variable), is saved. Another output that is saved is the batch thermal profile. In particular, a post-processing module (integrated within the numerical model) is responsible, based on the thermal profile to assess whether the thermal uniformity resulting from the simulation is such to cause a part failure. In case the profile is such to determine a part failure, then the job is flagged and the simulation model receives such information. At the end of the system simulation, we can know how many “failed jobs” were produced.

5. Numerical analysis

5.1. Physical model experiments and emulation

To evaluate the performance of the proposed method, we perform the simulation study of three sizes of the super-capacitor separately of dimensions 3.2 × 3.4 mm, 6.4 × 6.8 mm, and 9.6 × 10.2 mm, depending on \( x_{0} \) in Table 1. The ranges of other factors are shown in Table 1. These ranges cover the typical working conditions of the FNP. To investigate the factors’ effect on the printing process, a computer
design of experiments of \( n = 60 \) runs is generated from stratified Latin hypercube design using min-max criterion [46]. In this computer experiment, the stratified design is used since \( x_1, x_2, x_4 \) and \( x_5 \) can take continuous values in the range shown in Table 1, while \( x_3 \) and \( x_6 \) take the value in three levels: 0.02, 0.05, and 0.08 mm, and 0.1, 0.2 and 0.3 mm, respectively, controlled by the signal to the piezo. The Latin hypercube design can have a good coverage of the design space [46].

As discussed in Section 3.2, the multi-response GP model is used to model the thermal non-uniformity and processing time as outputs with the factors in Table 1 as inputs [41]. Markov Chain Monte Carlo (MCMC) is used for model parameter estimation, where 3000 iterations are used for burn-in, and additional 10,000 iterations are used for the estimation. In particular, we use conjugate priors as hyperparameters, and follow [41] to get the posterior distribution for the GP emulator in Eq. (3). The model parameters mix well during the MCMC evaluations. We evaluate the model with five-fold Cross Validation (CV). In five-fold CV, we randomly divide the samples into five equally numbered pieces (each called a "fold"), and then iteratively use four out of the five folds to train the model and the left-out fold to evaluate the model prediction performance. The GP emulator prediction is achieved by sampling from the posterior distributions, see [41] on detailed derivations. Finally, we calculate the Normalized Root Mean Square Error (NRMSE) of thermal non-uniformity and processing time, based on the predicted value \( \hat{y}_i \) and actual values \( y_i \), NRMSE = \( \frac{1}{n} \left( \frac{\sum_{i=1}^{n} (\hat{y}_i - y_i)^2}{\sum_{i=1}^{n} y_i^2} \right)^{\frac{1}{2}} \) where \( y = (y_1, y_2, \ldots, y_n)^T \).

The prediction performance of the GP emulator is shown in Table 2. From the table, the emulator can accurately predict the outputs (with 3\% of NRMSE). We then use all the 60 runs to build a GP emulator. The prediction for a new printing job is within 0.1s, which can afford the real-time simulation in DES. We integrate the emulator to the DES to understand the system operation, as investigated in Section 5.2.

### 5.2. System level analysis

The system level analysis considers a sequence of jobs to be processed by an FNP STREAM. The input information is: (1) sequence of jobs to be processed and their characteristics; (2) number of machines for each stage, and (3) capacity of each machine at each stage expressed in terms of volumetric capacity. Given that a job will have random processing times, we replicate the simulation experiments 100 times in order to statistically analyze the results, and we consider, across all the experimental conditions, a total of 600 jobs to produce.

#### 5.2.1. Job Generation

In order to generate the jobs, we use the GP emulator trained above. Specifically, we vary the frequency, layer thickness and droplet size in the ranges in Table 1 while fixing the parameters related to the material properties at their mean levels for a fixed pre-processing batch. Given the parameter combination for a generated job, its material consumption and volume is known to the simulator for the design in Fig. 4(b). For the thermal non-uniformity and processing time, we sample 100 realizations from the posterior distribution of the multi-response GP emulator, and calculate the average of these 100 realizations. If a job’s thermal non-uniformity is larger than a pre-defined threshold, the part is labeled as failed (i.e., failure label). The material, volume, processing time and failure label will be used in the experiments below.

#### 5.2.2. Design of Experiments

In this analysis, we look into the cycle time for the jobs and the saturation of the machines. Our specific interest is to understand the impact of decisions related to the size of the printing machines and their number over the job performance. In order to perform such a study, we propose two main factors, i.e., the number of servers at each stage of the line, and the ratio of large to small printers in the AM step. This choice leads to the design in Table 3.

While the first three factors are intuitive, the last factor refers to the ratio, at the AM stage, between the number of servers with low volumetric processing capacity, against those with high volumetric capacity. In particular, the low capacity is defined based on the smallest processable job size \( v_{\text{min}} \), and the volume associated with the largest job size, i.e., \( v_{\text{max}} \). We assume that two alternative printing solutions are available, one offering a capacity \( c_{\text{max}} = 5 \cdot v_{\text{min}} \) and the larger printer giving a capacity \( c_{\text{max}} = 5 \cdot v_{\text{max}} \). As a result, given a specific configuration in terms of number of servers, if the solution we adopt is balanced, i.e., the last factor takes value \( [0.5, 0.5] \), then we will have half of the printers with capacity \( c_{\text{min}} \), while the remaining will be large, i.e., will have capacity \( c_{\text{max}} \).

Considering the conditions in Table 3, we have a total of 24 conditions, each to be replicated \( N = 100 \) times, for a total of 2400 experiments. The detailed experiments are shown in Table 4. Note that the same indexing for the conditions is used as x-axis in Fig. 7, Fig. 8, Fig. 9–Fig. 10.

#### 5.2.3. Results

The waiting time at each stage of the line has been analyzed, as well as the cycle time by separating the jobs generated through the emulator in small, medium, and large sizes. Such a separation is operated by volume. More specifically, for each emulator generation, we take the minimum and maximum of the generated volume and create three uniform volume intervals and classify the jobs into three categories. This is important since we hypothesize that the decision on the balance between small and large AM machines can impact in a different way the different job categories.

Fig. 7 reports the waiting times across the different conditions for the pre-processing phase. We can notice that the pre-processing waiting time is only influenced by the number of resources at the pre-processing stage itself. This is reasonable due to the fact that the printing stage is the bottleneck of the system under all conditions. A recommendation would therefore be to maximize the capacity of the pre-processing stage.

### Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Unit</th>
<th>Lower/upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific Heat ( x_1 )</td>
<td>J/kg.K</td>
<td>3375 / 3450</td>
</tr>
<tr>
<td>Frequency ( x_2 )</td>
<td>Hz</td>
<td>50 / 500</td>
</tr>
<tr>
<td>Layer Thickness ( x_3 )</td>
<td>mm</td>
<td>0.02 / 0.08</td>
</tr>
<tr>
<td>Interface Heat Coefficient ( x_4 )</td>
<td>W/m.°K</td>
<td>150 / 400</td>
</tr>
<tr>
<td>Element Heat Coefficient ( x_5 )</td>
<td>W/m.°K</td>
<td>60 / 120</td>
</tr>
<tr>
<td>Droplet Size ( x_6 )</td>
<td>mm</td>
<td>0.1 / 0.3</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th>Thermal non-uniformity</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV1:0.0338</td>
<td>0.0225</td>
</tr>
<tr>
<td>CV2:0.0383</td>
<td>0.0228</td>
</tr>
<tr>
<td>CV3:0.0317</td>
<td>0.0272</td>
</tr>
<tr>
<td>CV4:0.0203</td>
<td>0.0173</td>
</tr>
<tr>
<td>CV5:0.0193</td>
<td>0.0195</td>
</tr>
<tr>
<td>Mean:0.0287</td>
<td>0.0219</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.0085</td>
</tr>
</tbody>
</table>

### Table 3

<table>
<thead>
<tr>
<th>Factors</th>
<th>Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td># of pre-process servers</td>
<td>2, 4</td>
</tr>
<tr>
<td># of FNP servers</td>
<td>6, 12</td>
</tr>
<tr>
<td># of post-process servers</td>
<td>2, 4</td>
</tr>
<tr>
<td>Ratio small/large servers in FNP</td>
<td>[0.5, 0.5] [1/3, 2/3] [2/3, 1/3]</td>
</tr>
</tbody>
</table>

to avoid cumulating the jobs at the beginning of the process. Nevertheless, care needs to be paid to the effect on the waiting time at the printing stage. Fig. 8(a) shows the much different situation at the printing stage, the bottleneck of the system. In particular, the worst performance in terms of waiting time for small parts is achieved (independently from the pre-process condition) when a low number of large printers is available. This is due to the fact that large volumes are loaded in the printer and the processing times get larger especially for small parts that, if processed individually would leave the system quickly. Due to the smaller processing time, the small parts see the efficiency maximized for the conditions with a large number of small printing devices. The situation is different for large volume jobs (Fig. 8(c)), where we observe how detrimental is the strategy with a small number of small resources, independently from the pre-processing settings. The same holds for medium sized jobs (Fig. 8(b)).

Concerning the waiting time at the last stage (Fig. 9), while it is apparent that the variance is influenced by the condition, the waiting times are basically 0 for all the conditions revealing the low impact of capacity increase at the post-processing level. This result is expected to due to the large capacity of the post-process and the shorter processing time.

Finally, the cycle time, as expected, resembles the bottleneck performance (Fig. 10). These results lead us to recommend a system design with balanced printers in order to preserve larger jobs without worsening the performance for smaller jobs.

6. Conclusion

In this paper, we present a novel STREAM framework for FNP, to scale up the energy storage products manufacturing. STREAM is a complex system encompassing several challenges. This paper proposes a cyber coordinated simulation framework to describe the system operations and enable the analysis of the system performance offline and, in principle, on the shop floor.

We present the physical system and the models that describe the fundamental process of thermal distribution. The physical models are very expensive and impractical to be adopted for performance evaluation/STREAM design offline, and, even more, for real time analytics purposes. In view of this challenge, and to make the framework usable in real time settings, an emulator is constructed to replace the time-consuming physical model. Specifically, the emulator is based on a multi-response Gaussian Process model, and can predict the energy product thermal non-uniformity and processing time accurately in near real time. The emulator not only can be trained from the physical laws, but it can be calibrated in the future from sensor information coming
from the real system. The physical model as well as the emulator can be smoothly connected with the discrete event simulator that, with a novel extension from Event Relationship Graphs, exposes integration events that trigger the solution of the physical model or the bootstrap of the emulator allowing to simulate the processing of jobs through the pre-

processing, post-processing and printing stages.

The numerical experiments show that a STREAM should be designed with large pre-processing capacity and with printing devices of
variable capacity. In particular, solutions with a balanced number of small and large printing machines prevailed in our analysis. Nonetheless, it is critical to have a large number of printers. This further motivates to study networked STREAMs, i.e., production systems that are geographically dispersed.

The proposed framework can be applied to a wide range of scenarios and benefit the related industries. The direct application of the proposed framework is the production control in FNP of energy products, which is expected to scale up the FNP production. Other applications include aero-engine surface coating where metal coating particles and coating process conditions need to be coherently analyzed and controlled [11], multistage assembly where multiple consecutive operations need to be jointly considered to arrive at the desired final geometry [47]. It is expected that seamlessly connecting these machines and systematically modelling and stimulating the multi-level interconnections will greatly enhance the local machine and system decision-making. The proposed cyber-coordinated simulation can be integrated into existing software and tools, such as Simio, to improve the production control accuracy and efficiency. In particular, the object oriented nature of Simio can be used to implement the desired connection with the process level models. It also has the potential to be integrated into new CPS platforms, such as GE Predix, IBM Watson Analytic.

In the future, we will deepen the connection of the discrete event simulator with real data coming from the physical system, by enabling the dynamically update of the model logic based on the functioning of the system. This is particularly important for geographically distributed STREAMs where portions of the system may be inactive at specific intervals of time and, based on the state information available in the cloud, the simulators should be able to adapt. In addition, other tests such as the charge and discharge tests will be investigated and integrated into the simulation framework.
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