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Abstract—Sleep posture is a key component in sleep quality
assessment and pressure ulcer prevention. Currently, body pres-
sure analysis has been a popular method for sleep posture recog-
nition. In this paper, a matching-based approach, Body-Earth
Mover’s Distance (BEMD), for sleep posture recognition is pro-
posed. BEMD treats pressure images as weighted 2D shapes,
and combines EMD and Euclidean distance for similarity mea-
sure. Compared with existing work, sleep posture recognition is
achieved with posture similarity rather than multiple features for
specific postures. A pilot study is performed with 14 persons for
six different postures. The experimental results show that the pro-
posed BEMD can achieve 91.21% accuracy, which outperforms
the previous method with an improvement of 8.01%.

Index Terms—Earth Mover’s Distance, pressure image, shape
descriptor, sleep posture analysis.

I. INTRODUCTION

S LEEP posture has been proven to be a key component in
sleep quality assessment and pressure ulcer prevention. As

a critical indicator for sleep quality, sleep posture has been
widely studied for medical diagnoses and sleep disease treat-
ment [1]–[3], and is a promising method to provide more insight
into sleep quality assessment. Furthermore, sleep posture plays
an important role in pressure ulcer prevention. Pressure ulcers
are one of the main problems for post-surgical patients and
elderly patients. To date, more than 2.5 million people in
the United States suffer from pressure ulcers every year [4].
However, there is no long-term monitoring for sleep posture
to ensure that the pressure is distributed in a proper way. There-
fore, there is an urgent need for autonomously monitoring sleep
postures for medical diagnoses and pressure ulcer prevention.

In the last decade, several approaches to monitor sleep
posture autonomously have been proposed. Cameras including
video cameras [5], [6] and near-infrared cameras [7] have been
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used to recognize sleep postures. However, this approach suf-
fers from privacy concerns and image noise due to low visibility
at night. Another approach [8] adopted inertial sensors, in-
cluding accelerometers, gyroscopes, and magnetometers. These
sensors have to be attached to human bodies, which is inconve-
nient for patients during sleep.

Recently, the approach of dispersed pressure sensors which
are embedded in the mattress has become promising [9]–[11].
The sensor-embedded mattress can record the pressure distribu-
tion of human bodies, which forms a pressure image. Compared
with other solutions (i.e., wearable sensors and cameras), this
sensing modality is unobtrusive to users and minimizes privacy
concerns. Prior work in this approach focused on detecting pos-
ture changes rather than recognizing sleep postures [12]–[15].
Recently, Liu et al. [16] adopted 32 features of pressure images
for classification of six sleep postures. Ostadabbas et al. [17]
made the classification with 13 features of pressure images
for three sleep postures. In this approach, features are posture-
specific, and it is difficult to obtain a universal feature set
for different gesture recognition applications. For example,
feature Symmetry (measure of pressure symmetry) is for prone
recognition, and feature ShArea (area in pixels of bounding box
of shoulder) is sensitive to identifying supine postures [16].
Therefore, these methods for sleep posture recognition are
based on local features and individualized pre-training, which
requires considerable effort to apply in a large population.

Considering the characterization of the pressure array, pres-
sure images can be regarded as weighted 2D projected shapes
(pressure images) of 3-D subjects (human bodies). A popular
approach for 2D shape classification is to convert the 2D shapes
to histograms with descriptors [18]. Recently, Earth Mover’s
Distance (EMD) has been proven to be a robust metric for
histogram matching, which has been widely applied in a series
of applications [19]–[21]. Unlike Euclidean distance, EMD can
avoid quantization and other binning problems in similarity
computing between histograms [22]. Thus, EMD has the po-
tential to be a promising method for sleep posture recognition
with pressure images.

In this paper, an application-specific distance metric, Body-
Earth Mover’s Distance (BEMD), for sleep posture recognition
is proposed. The contribution of the paper is three-fold: 1) A
matching-based approach, BEMD, with no local features for
sleep posture recognition is proposed; 2) BEMD treats pressure
images as weighted 2D shapes with shape descriptors, and
combines EMD and Euclidean distance for matching with
region segmentations. A skew-based sleep posture classifier is
proposed for sleep posture classification with matching results;
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3) Compared with previous work, accuracy is significantly
improvement by 8.01%. The improvement of accuracy and
runtime of 4-region segmentation over the original space can
be as large as 46.92% and 18.28x, respectively.

The rest of the paper is organized as follows. In Section II,
a brief background of EMD and ground distance is introduced.
The overall design of the Smart Bedsheet system is presented
in Section III. Section IV presents the proposed approach,
including pre-processing, BEMD, and skew-based sleep pos-
ture classifier. The experiments and conclusions are given in
Sections V and VI, respectively.

II. BACKGROUND AND PRELIMINARIES

A. Earth Mover’s Distance

EMD is derived from a transportation problem, which has
been proven to be a robust distance metric for image retrieval
in the year 2000 [23]. EMD is a m-to-n matching formula-
tion, which is a more generalized similarity metric than 1-to-1
matching (e.g., Euclidean distance) and 1-to-n matching (e.g.,
Hausdorff distance). In the last decade, EMD has been applied
to many applications, such as contour matching [21], document
similarity search [24], 3D object retrieval [25], and hand gesture
recognition [19].

EMD is used to calculate the similarity between signatures,
which are compact representations of distributions. A signature
with N clusters is defined as a set S = {(si, ki), 1 ≤ i ≤ N},
where si is the position of the ith cluster, ki is its weight, and
N is the size of the signature. There are two signatures, A =
{(ai, αi), 1 ≤ i ≤ n} and B = {(bj , βj), 1 ≤ j ≤ m} with m
and n clusters, respectively. The cost set, cost = {cij , 1 ≤ i ≤
n, 1 ≤ j ≤ m} are given, where cij is the ground distance
between clusters ai and bj . EMD is used to find a flow, F =
{fij , 1 ≤ i ≤ n, 1 ≤ j ≤ m}, that minimizes the overall cost

EMD (A,B) = min

⎧⎨
⎩

n∑
i=1

m∑
j=1

cijfij

⎫⎬
⎭ (1)

subject to the following constraints:

fij ≥ 0, 1 ≤ i ≤ n, 1 ≤ j ≤ m (2)
n∑

i=1

αi =
m∑
j=1

βj (3)

m∑
j=1

fij = αi, 1 ≤ i ≤ n (4)

n∑
i=1

fij = βj , 1 ≤ j ≤ m. (5)

Usually, the feature space where ai and bj live is also called
space. The design of ground distance is involved with space,
which will be discussed in detail in the next subsection. EMD
has a high time complexity of O(n3logn). It should be high-
lighted that EMD can be modeled as a transportation problem,
in which the object is to transport the good, “weight,” from
suppliers, “ai,” to consumers, “bj” with minimal cost. An
illustration of EMD with A and B is presented in Fig. 1.
Usually, more clusters, more discrete weight sets and cost sets

Fig. 1. Illustration of Earth Mover’s Distance. Signature A and B have three
and two clusters, respectively. There are potentially 6 flows that transport
weight from clusters of A to clusters of B. Each flow has a cost indicating the
cost per unit of weight. In the one-dimension space, the cost (or the ground dis-
tance) can be defined as linear distance, e.g., c11 = c (a1, b1) = |1− 2| = 1,
and c12 = c (a1, b2) = |1− 3| = 2. Other ground distances can also be
adopted. There exits multiple solutions (a set of flows with transported weights)
that can fulfill the transportation with different overall costs, and EMD is the
one with the minimal overall cost.

Fig. 2. Illustration of the four popular ground distances used in this paper:
thresholded distance, linear distance, quadratic distance and Huber distance.

will make the minimal solution more complex, which results
in a longer computing time. For example, there are two cost
sets, cost1={1, 4, 9, 16} and cost2={1, 2, 3, 4}. cost1 is more
complex than cost2, because by selecting two cost values, the
situations that 1+2=3 and 1+3=4 exist in cost1 and do not in
cost2. This situation is the same by selecting more cost values.
Thus, the potential number of cost values of cost2 is larger than
that of cost1, which will take more time for EMD computing.
Weight sets have the same character with cost set, and more
details can be found in [23].

B. Ground Distance

Ground distance determines the distance between two clus-
ters or features in the defined space. Ground distance is also
known as penalty function in convex optimization [26]. As
shown in Fig. 2, four popular penalty functions, linear distance,
quadratic distance, Huber loss distance, and thresholded dis-
tance, are introduced.
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Fig. 3. (a) The Smart Bedsheet system in use and its submodules. (b) Terminal
(a tablet). (c) Scanning module. (d) E-textile with conductive lines.

Linear distance (or l1-norm) is widely used in image retrieval
applications [23]. It increases relatively slowly with the differ-
ence of two features, which is defined as

Dlinear (f1, f2) = a×Δf12 (6)

where a is the gradient of the line, and f1 and f2 are two
features defined in the space.

Quadratic distance (or l2-norm) is also used in image retrieval
and image classification [27]. It increases much faster than linear
distance, which is defined in Formula (7). b is a weighted factor,
and the definition of f1 and f2 is the same for formula (6)

Dquadratic (f1, f2) = b ×Δf2
12. (7)

Huber distance [28] is linear for values smaller than thr, and
quadratic for larger values. Thus, it has different characteriza-
tions in each of its pieces, and it gives the same sensitivity to
outliers as the quadratic distance, and the same low penalty to
neighbors as linear distance. Huber loss distance is defined as
follows:

DHuber (f1, f2) =

{
a×Δf12, if Δf12 ≤ thr

b ×Δf2
12, otherwise.

(8)

Thresholded distance assesses a fixed distance to residuals
larger than the threshold, thr. Thus it is relatively insensitive to
outliers. Thresholded distance is defined as

Dthreshold (f1, f2) =

{
c×Δf12, if Δf12 ≤ thr

d, otherwise
(9)

where thr is the threshold, and d is the fixed distance. Thresh-
olded distance has been used by Pele et al. [27] for approxi-
mated EMD calculations.

III. THE SMART BEDSHEET SYSTEM

The prototype of the Smart Bedsheet system [29] is shown
in Fig. 3. The system consists of three components: a 64 × 128
pressure sensor array, a data sampling unit, and a terminal for
data analysis and storage. Multiple devices can be selected as

Fig. 4. Illustrations of the Smart Bedsheet system with a 3 × 3 pressure sensor
array: each of the first and third layer has three conductive lines and are orthog-
onal. The middle layer contains eTextile material, which is pressure-sensitive.

the terminal, and a tablet is chosen for the system. In order to
achieve high resolution, comfort and low cost, piezo-electrical
pressure sensors are selected for the sensor array, which has
three layers as shown in Fig. 3(d). The first layer is normal
fabric uniformly coated with 64 parallel conductive lines. The
middle layer is the eTextile material [30]. The bottom is with
128 parallel conductive lines (perpendicular to the top 64 lines).
The data sampling unit [as shown in Fig. 3(c)] scans all the
vertical and horizontal lines to produce a resistance map of the
entire bedsheet. The terminal [a tablet as shown in Fig. 3(b)]
converts the resistance map to 8-bit digital values to create a
pressure image. The Universal Serial Bus (USB) interface is
adopted to connect the data sampling unit and the terminal.

As shown in Fig. 5, the pressure transmission flow is pre-
sented in detail with a 3 × 3 pressure sensor array. When there
is pressure detected in the area, as shown in Fig. 5, the pressure
change will be captured by scanning all mental lines. At some
time, the conduct lines, F2 of the first layer and T 2 of the
third layer are selected. Then, the current will flow through the
intersection area (full of eTextile material) of the two conduc-
tive lines. By selecting different combinations of the conductive
lines (totally 9 combinations) in the first and the third layers, Iin
and Iout will also change, and all intersections will be searched.
The eTextile material of each intersection works as a pressure
sensitive resistor, Rpressure. Rload is a resistor with a fixed
value. The two resistors are connected in series, thus the voltage
drop of each resistance is proportional to its resistance value.
Therefore, the pressure is firstly translated into resistance.
Then, further translation to voltage drop is performed. The volt-
age drop is measured with an analog-to-digital (AD) convertor.
With a pre-measured relational table of pressure and voltage
drop, the real pressure can be easily produced with the voltage
drop in the digital-to-pressure (DP) module. By scanning all
combinations of the conductive lines (totally 9 combinations) in
the first and the third layer, one pressure image is obtained. With
a proper sampling rate, dynamic pressure images are produced.
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Fig. 5. The sleep posture recognition framework.

Fig. 6. Four steps in pressure image preprocessing. (This picture should be seen in color.) (a) Original pressure image. (b) Threshold pressure image. (c) Gaussian-
filtered pressure image. (d) Long-tail-removed pressure image. (e) Rotated pressure image.

IV. THE MATCHING-BASED APPROACH

The sleep posture recognition framework with BEMD is
shown in Fig. 5. Raw pressure images are captured by the
Smart Bedsheet system. With BEMD, the similarity between
two pressure images are obtained, which will be classified
by the skew-based sleep posture classifier. The classification
results are further analyzed to monitor the sleep posture. Pre-
processing, BEMD and the skew-based sleep posture classifier
are discussed in detail in this section.

A. Pre-Processing

Pre-processing of the pressure image is to remove the offset
of position and orientation on the bedsheet. In pre-processing,
four steps are adopted as shown in Fig. 6. Threshold filtering,
Gaussian filtering and rotation are general pre-processing meth-
ods [17]. Long tail removal is specific for pressure images with
the elastic eTextile material.

1) Threshold Filtering: At the beginning, the pressure image
is filtered with a threshold. Suppose the pressure of each point
in the pressure image is pi,j , 1 ≤ i ≤ 128, 1 ≤ j ≤ 64. The
threshold is set to

PreThr =

∑n
i=1

∑m
j=1 pij

N
(10)

whereN is the number of non-zero pressure points. The pressure
point with a value smaller than the threshold is assigned to zero

pi,j =

{
pi,j , if pi,j ≤ PreThr

0, otherwise.
(11)

Fig. 7. Illustration of the long tail pressure in the pressure sensor array. (a) A
horizontal conductive line is selected in a pressure image with left fetus posture.
(b) The deformation of the eTextile material between the selected horizontal
conductive line and all vertical conductive lines. (c) The pressure distribution
of the selected horizontal conductive line, and the critical area and long tail
area of the pressure distribution. (It should be noted that there are 64 vertical
conductive lines in the bedsheet system, and only 8 are presented in (b) for
compact explanation).

2) Gaussian Filtering: Secondly, a low-pass Gaussian filter
of a symmetric 5 × 5 unit is applied to remove noises.

3) Long Tail Removal: The third step is to remove the long
tail area of pressure areas. The long tail area of the pressure
image is a characterization of eTextile material as shown in
Fig. 7. As illustrated in Fig. 7(c), the critical area is defined
as the small area that directly make contacts with the pressure
areas, and the long tail area is the area which is derived by the
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Fig. 8. Histograms with planar descriptor of (a) left fetus and (b) supine (ReductionLevel = 3). The pressure image are divided with grids, and the pressure
images are described with bins in a plane. The ReductionLevel is the side length of the grid, which determines the resolution of the planar histograms for pressure
images. It should be noted that the number of grids in the pressure image is much less than the number to produce the planar histograms in both (a) and (b), which
is for clear explantation. The figures should be seen in color to have a better visualization.

Fig. 9. Histograms with polar descriptor of (a) left fetus and (b) supine. The pressure image are divided by circles and their radiuses, in which every region
(arc strips) corresponds to one bin in the histograms in both (a) and (b). Thus, the pressure image is described as a histogram in a plane. A measured point is
introduced to show the pressure to calculate the angle and the radius of some point. It should be noted that the number of arc strips in the pressure image is much less
than the number to produce the polar histograms in both (a) and (b), which is for clear explantation. The figures should be seen in color to have a better visualization.

critical areas around it. The long tail removal is adopted to clear
the information redundancy in pressure images. Two benefits
are achieved in this step: 1) the negative influence of the long
tail area to EMD calculation is eliminated; 2) the description of
pressure images becomes compact, which can simplify EMD
calculations. As shown in Fig. 6(d), the pressure area is much
smaller than that in Fig. 6(c).

4) Rotation: The last step adopts principal component
analysis (PCA) to rotate the pressure image. The rotation angle
is equal to the angle between the leading eigenvector of the PCA
result and the long edge of the pressure image.

B. Body-Earth Mover’s Distance

In this subsection, BEMD first formulates the sleep posture
recognition problem with shape descriptors. Then, histogram
normalization is applied for meaningful BEMD computing. At
last, BEMD is applied with segmentation which combines EMD
and Euclidean distance for similarity measure. Median point
which is defined as the center of mass considering the pressure

of each point is frequently used in this subsection. It should be
noted that the histogram is a special type of signatures, and each
bin of histograms corresponds to a cluster in the signature.

1) Problem Formulation With Shape Descriptors: In order
to evaluate the similarity of pressure images with BEMD,
pressure images need to be transformed into histograms, and
the definition of space, cost, and weight in EMD is then
introduced. Three shape descriptors are adopted for histogram
production in BEMD: planar descriptor, polar descriptor and
projection descriptor as shown in Figs. 8–10, respectively. The
planar descriptor is a relatively straightforward method for two-
dimension (2D) pressure images. The polar descriptor is also
known as angular radial transform [31], which is a popular
region-based descriptor. The projection descriptor is derived
from projection-based lower bounds for EMD [22], which
adopts projected histograms (that live in a lower dimension
compared with the original histogram) to calculate the lower
bound of the original histograms. In this paper, the projected
one-dimension (1D) histograms for two-dimension (2D) pres-
sure images are regarded as descriptors.
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Fig. 10. Horizontal and vertical histograms with projection descriptor of (a) left fetus and (b) supine (ReductionLevel = 3). The pressure image are projected to
horizontal and vertical directions, and the pressure image is described with histograms in a line. It should be noted that the number of grids in the pressure image
is much less than the number to produce the projection histograms in both (a) and (b), which is for clear explantation.

Planar Descriptor: The planar descriptor puts pressure im-
ages into a plane with grids as shown in Fig. 8. The pressure
of each grid is the pressure sum of the points that fall into it.
The side length of each grid, reductionLevel, determines the
resolution of the descriptor, and a small reductionLevel value
leads to a high-resolution description. The highest resolution of
the planar descriptor is the resolution of the bedsheet system.
The x and y axis of the plane are the horizontal and vertical axis
of the bedsheet, respectively. The z axis is the pressure sum of
each grid. As EMD has a high time complexity of O(n3logn),
reductionLevel should be set to a proper value considering
resolution and processing time.

With the planar descriptor and reductionLevel, the pressure
image is compressed as shown in Fig. 8. The bin distributions
can effectively present the pressure distributions of the pressure
images, and the difference between different sleep postures
are remarkable. For the left fetus posture, the pressure of the
shoulder and hip are both high, and it is highly asymmetric in
the horizontal axis. Compared with the left fetus posture, the
supine posture has a big difference between the pressures of
shoulders and hips, and the bin distribution in the horizontal
axis is almost symmetric.

Polar Descriptor: The polar descriptor puts the pressure
image into a polar plane with arc strips as shown in Fig. 9.
The pressure of each arc strip is the pressure sum of the points
that fall into it. With the median point as the center, multiple
circles and radius are selected and determine the resolution
of the descriptor. The x and y axis of the plane represent the
angle and radius, respectively. The z axis is the pressure sum
of each arc strip. It should be noted that 0 and 360 degrees are
equal in the angle axis; that is to say, two points with angles of
30 and 330 degrees have the same distance to the point with
0 degree when these points have the same radius. With the same
consideration of the high time complexity of EMD, the number
of circles and radius should not be too large.

With the polar descriptor, the pressure image is compressed
as shown in Fig. 9. The bin distributions have a small distor-
tion with original pressure images. The part with angle from
0 degree to 180 degrees corresponds to the pressure points that

have a bigger vertical value than the median point, or the upper
part of the body (mainly the shoulders). While the part with
an angle from 180 to 360 degrees corresponds to the pressure
points that have a smaller vertical value than the median point,
or the lower part of the body (mainly the hips and legs). The
polar descriptor is very similar to the planar descriptor, and
the only difference is the resolution. The resolution varies with
different radiuses for the polar descriptor, while the resolution
of the planar descriptor is uniform for the whole space.

Projection Descriptor: The projection descriptor projects the
pressure points to horizontal and vertical directions. As shown
in Fig. 10, the pressure images of supine and left fetus postures
are projected to horizontal and vertical directions. Thus two
histograms are created for the two directions. The axis x of
the histogram corresponds to the horizontal/vertical axis of the
bedsheet, and the axis y corresponds to the pressure sum of the
pressure points that have the same vertical/horizontal axis on
the bedsheet.

With projection, the information of pressure images in 2D
space is condensed to 1D histograms. Though some informa-
tion is lost due to projection, the difference between the supine
posture and the left fetus posture is still obvious as shown in
Fig. 10. For horizontal projection of the left fetus posture, there
is only one peak in the histogram. While for the supine posture
with horizontal projection, the histogram has two peaks. This
is due to the fact that the left and right shoulder both bear
a large fraction of the total pressure in the supine posture.
For vertical projection of the left fetus posture, the main two
pressure peaks corresponding to the shoulder and the hip have
similar total pressures. However, for the supine posture with
vertical projection, the pressure sum of the two main pressure
peaks has a significant difference. This may be caused by the
fact that shoulder bears more pressure in the supine posture than
that in the left fetus posture.

Space, Cost, and Weight Formulation: With histo-
grams produced by histogram descriptors, the space, cost, and
weight in BEMD can be defined. For histograms produced by the
projection descriptor and the planar descriptor, space is the hor-
izontal and vertical axis of the bedsheet. While for histograms
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produced by the polar descriptor, space is composed of angle
and radius. Thus, space of polar descriptor and planar descriptor
is a 2D Euclidean space, while space of projection descriptor
is a 1D Euclidean space. Defining the ground distance of cost
in Euclidean space has been introduced in Section II-B. The
weight is the pressure, which needs to be transported from one
histogram to another. For example, suppose the pressure is 36 in
point (35, 78) and ReductionLevel = 1 for the planar descriptor.
Then, a new bin is introduced in the histogram of the planar
descriptor with ai = (35, 78) and αi = 36. The formulation for
polar and projection descriptors are the same with the planar
descriptor.

2) Histogram Normalization: This part is to normalize space
and weight for meaningful BEMD calculations. For pressure
images, weight normalization and space alignment are required
to remove the offset of weight, position, and size for different
subjects. In the weight normalization, the pressure value of each
pressure point is divided by the sum of all pressure points first.
Then, each pressure value is multiplied by a predefined weight,
or the standard weight (in this paper, the standard weight is the
average weight of all subjects). Thus, all subjects have the same
normalized weight.

The space alignment has two steps: origin normalization
and scaling normalization. The origin normalization is used
to tackle the different sleep positions on the bedsheet, which
is achieved by updating coordinates minus the vertical and
horizontal values of the median points. Thus, the median points
become origins of the space for all pressure images. Body
Mass Index (BMI) is adopted for scaling normalization, which
is defined as weight divided by height squared with weight
measured in kilograms and height measured in meters [32].
BMI is assumed to be the same value to reduce the influence
of body sizes. Based on this assumption, the scaling factor fs,
is defined as follows:

fs =

(
Wn

W

) 1
2

(12)

where Wn is the standard weight (in this paper, the average
weight is selected as the standard weight). For planar and
projection descriptors, the value in the vertical/horizontal axis is
updated by multiplying by fs. For the polar descriptor, only the
value in the radius axis need to be updated by multiplying by fs.

Compared with Fig. 11(a), the weight of each pressure point
in Fig. 11(b) increases as the subject’s weight is below the
standard weight. Thus, the scaling factor is larger than one,
and the pressure area in Fig. 11(b) is much larger than that in
Fig. 11(a). It should be noted that the origin is also changed to
the median point of the new pressure image.

3) Region Segmentation: In order to achieve speedup, the re-
gion segmentation is proposed in BEMD to avoid unpractical or
insignificant flows. Thus, BEMD is a combination of EMD and
Euclidean distance. For EMD, matching is unlimited, which
means that each bin of one histogram has the potential to match
any bin in another histogram. While for Euclidean distance,
matching is strictly limited, and each bin of one histogram can
only be matched to the bin with the same feature (or coordinate)
in another histogram. BEMD with segmentation has two levels:

Fig. 11. Histogram normalization for pressure images. (a) Without histogram
normalization. (b) With histogram normalization. For clarity of presentation,
pressure images are used here to describe the effect of histogram normalization.

Euclidean level and EMD level. In Euclidean level, the space is
divided into m regions

space =

m∑
i=1

subi (13)

where subi is a subspace of the space. In EMD level, EMD is
calculated for each subspace. BEMD is the weighted sum of the
EMD for each subspace as shown below

BEMD (A,B) =

n∑
i=1

εi EMD (Ai, Bi) (14)

Ai, Bi ⊆ subi (15)

where εi is a weight factor and subi is the subspace. Ai and Bi

are the subsets of A and B, respectively. Both Ai and Bi live in
subspace subi. Therefore, BEMD can be regarded as Euclidean
distance when just considering subspaces, which are matched
to the corresponding subspaces. For the similarity of corre-
sponding subspaces, EMD is performed. The implementation
of space segmentation is up to specific applications.

For sleep posture recognition with pressure images, two
space segmentations are implemented: upper-lower segmenta-
tion and 4-region segmentation as shown in Fig. 12. Two ben-
efits are achieved by space segmentation. Firstly, unpractical
flows are avoided. As shown in Fig. 12(a), the interference be-
tween the upper and lower part of the body is removed by upper-
lower segmentation. Furthermore, the dissimilarity introduced
by left-right asymmetry of sleep postures can be better mea-
sured with left-right segmentation in 4-region segmentation.
Further segmentation is not applied as there exists variances for
sleep postures, especially for left and right fetus postures.

C. Skew-Based Sleep Posture Classifier

The skew-based sleep posture classifier has two stages, kNN
classifier and skew rate classifier, as shown in Algorithm 1.
Suppose the training template contains sleep postures of m
subjects, and there are totally p sleep postures considered. A
skew rate si (1 ≤ i ≤ p), is assigned to each sleep posture,
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Fig. 12. Two region segmentations with median point as the segmenting point.
(a) Upper-lower segmentation. (b) 4-region segmentation. By segmentation, the
feasible flows between the segmented regions are cancelled.

which indicates the inclining degree of the sleep posture. For
example, as prone and supine postures have a symmetry pres-
sure distribution on the horizontal directions, the skew rates are
set to zero. For the log posture, there is a slight difference of the
pressures on the left and right part of the body, and their skew
rates are assigned to one. Compared with the log posture, the
fetus posture is more symmetric because their arms and legs
are twisted. Thus, a larger skew rate should be allocated. The
sign of the skew rates represent the direction of the postures.

Algorithm 1 Skew-based Sleep Posture Classifier

Input: template[m], test;
Output: testClass;

1: // Stage One: kNN Classifier;
2: for i = 1 → m do
3: oneVote = kNN(template[i], test);
4: vote[oneVote] ← vote[oneVote] + 1;
5: end for
6: // Stage Two: Skew Rate Classifier;
7: Obtain maxVote and maxCate by exploring vote[i];
8: if maxVote � m/2 then
9: testClass = maxCate;

10: else
11: testSkew = (

∑m
i=1 skewi × votei)/N ;

12: testClass = kNN(testSkew, skewi);
13: end if
14: return testClass;

Stage one is to apply kNN for each subject in the templates.
Then, each subject has its vote oneVote, indicating which
category of sleep postures the test sample should be. vote[p] is
created by combining all oneVote. In stage two, the highest vote
maxVote, with its category maxCate, is produced by exploring
vote[p]. If maxVote is equal to or larger than m/2, the class
of the test sample is maxCate. Otherwise, the median skew
rate of the test sample is calculated as shown in Line 11 of
Algorithm 1. The test sample is assigned to the posture whose
skew rate is nearest to the median skew rate.

Fig. 13. Six sleep postures considered in the experiment. (a) Right fetus.
(b) Right log. (c) Supine. (d) Prone. (e) Left fetus. (f) Left log.

TABLE I
EXPERIMENT SETUP

V. EXPERIMENTS

A. Experiment Setup

There were 14 subjects in the experiment, which includes
nine males and five females. The weight of the subjects ranged
from 55 to 85 kilograms, and the height was between 155 and
185 centimeters. The bedsheet system was deployed on a
standard twin-size coil spring mattress during the experiment.
As shown in Fig. 13, six postures including Left-Log (LL),
Left-Fetus (LF), Right-Log (RL), Right-Fetus (RF), Prone (P)
and Supine (S) were investigated, which is the same with the
previous study [29]. The skew rates of the six postures, LL, LF,
RL, RF, P, and S are −1, −2, +1, +2, 0, 0, respectively. In
data collection, 22 samples were recorded for each of the six
postures for each subject. Thus there are 132 samples for each
subject. Variations in body, arm and leg positions were allowed,
and the system was tested on a range of positions that fall within
the six postures.

Leave One Out Cross Validation (LOOCV) was used to test
the proposed approach. In the experiment, one subject’s data
was selected as the test data, and the rest was regarded as the
training data. This process was repeated for each person. For
ground distances, descriptors and BEMD, the parameters were
configured as shown in Table I. Considering the high time com-
plexity of O(n3logn) for EMD, RedunctionLevel, AngleNum,
and RadiusLevel were set to a proper value so that the comput-
ing time per sample would not exceed five minutes (too longer
computing time leads to too much delay, which can not provide
enough samples for monitoring and meaningful analysis).

The average number of bins for each sample of the three de-
scriptors with different space segmentation is shown in Table II.
It should be noted that the average number of bins for the planar
descriptor and the polar descriptor has an about 50% reduction
by applying upper-lower segmentation. The same situation also
exists in upper-lower segmentation and 4-region segmentation
with the planar descriptor and the polar descriptor. However, the
projection descriptor shows a very different trend. This is due to
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TABLE II
AVERAGE NUMBER OF BINS FOR EACH HISTOGRAM

TABLE III
OVERALL ACCURACY AND RUNTIME

TABLE IV
COMPARISON WITH THE PREVIOUS WORK

the fact that space segmentation has a very different influence
on the 1D projection. For example, there is one histogram of
v bins in the vertical direction and another one histogram of h
bins in the horizontal direction in the origin space. With upper-
lower segmentation, there are two histograms of about v/2 bins
in the vertical direction and two histograms of both about h
bins in the horizontal direction. All the experiments are run with
Matlab R2013a on a standard desk computer with 8 GB RAM
and an Intel i7-3770 CPU.

B. Performance

In this subsection, the overall performance is presented.
Detailed comparison of each posture is also introduced. Com-
parison with the previous work [29] is discussed.

1) Overall Accuracy and Runtime: The configuration of the
overall performance is as follows: 1) the widely-used linear
distance in image retrieval is adopted; 2) 4-region segmenta-
tion is used to eliminate unpractical flows for high accuracy.
As shown in Table III, the overall accuracy and runtime are
presented. There is no significant difference between the three
descriptors for accuracy. However, for runtime, there is a clear
gap. The runtime of the polar descriptor doubles that of the
planar descriptor, which also doubles the runtime of the projec-
tion descriptor. Projection descriptor consumes much less time
while it achieves the highest accuracy.

A comparison with the previous work is shown in Table IV.
The proposed BEMD has an accuracy improvement of 8.01%
compared with [29]. The main advantage of BEMD is that it is
matching-based rather than feature-based.

2) Accuracy of Each Posture: The detailed precision and re-
call results of the overall accuracy with the three descriptors are
shown in Tables V–VII. The f -measure accuracies of the planar
descriptor, the polar descriptor and the projection descriptor
are 90.26%, 89.26%, and 91.21%, respectively. For the reader’s
convenience, the confusion matrix of the previous work [29] is
presented in Table VIII. When considering precision and recall,
the accuracy of the log posture is relatively lower than the other

TABLE V
POSTURE CLASSIFICATION CONFUSION MATRIX (%)

WITH PLANAR DESCRIPTOR

TABLE VI
POSTURE CLASSIFICATION CONFUSION MATRIX (%)

WITH POLAR DESCRIPTOR

TABLE VII
POSTURE CLASSIFICATION CONFUSION MATRIX (%)

WITH PROJECTION DESCRIPTOR

TABLE VIII
POSTURE CLASSIFICATION CONFUSION MATRIX (%)

OF THE PREVIOUS WORK [29]

postures for all three descriptors. As there is a great variance
for arm and leg in the log posture, its projection histograms for
BEMD have a high possibility to be different from each other,
but to be similar with that of other postures. For the fetus pos-
ture, it has a very asymmetric pressure distribution (the pressure
is mainly distributed on the left/right part of the body for the
right/left fetus posture), then it can be recognized with a high
accuracy. For the prone posture, it has a symmetric pressure
distribution, including two arms, and its pressure distributions
in the vertical projection histograms are different from each
other. Thus, its accuracy can be relatively high. However, for the
supine posture, the symmetric pressure is mainly distributed on
the shoulder and hip, which is very similar with the log posture.
Thus, its accuracy is relatively low. The accuracy of the polar
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Fig. 14. The sensitivity of (a) accuracy and (b) runtime to descriptor with different configurations.

descriptor for the supine posture is relatively higher than that
of the other two descriptors. This is due to the fact that the
polar descriptor has a relatively higher resolution on the hip
and shoulder areas. The histograms with higher resolutions can
better extract the symmetric feature of the supine posture.

Compared with the confusion matrix of the previous work
[29], the proposed results of the the three descriptors have
higher accuracies for almost all postures. This is because the
feature-based approach depends on local features which are
relatively more sensitive to noises than the matching-based ap-
proach. The improvement of left log, prone and supine postures
are markable. This is caused by three factors: 1) Histograms
derived from global descriptors can better describe the symme-
try character of supine and prone postures; 2) In the matching
approach, all postures from all templates are taken into con-
sideration, which is more robust; 3) Skew rate is used for
indistinctness postures, which also takes the skew rates of all
postures into consideration.

C. Sensitivity Analysis

1) Sensitivity to Descriptor: As shown in Fig. 14(a) and (b),
the sensitivity of accuracy and runtime to descriptor with differ-
ent configurations is presented. In the original space, the planar
descriptor achieves the highest accuracy. The polar descriptor
has a relatively low accuracy, which is due to its characteriza-
tion. The polar descriptor describes the area around the median
point with a high resolution, which is not a critical area for sleep
posture classification. Therefore, although with more bins, the
polar descriptor has a relatively low accuracy. The projection
descriptor gets the lowest accuracy, which is due to the fact that
it has a relatively larger information loss for describing the 2D
image with 1D projection descriptors.

With region segmentation, the gap of accuracies between
different descriptors is reduced, and the accuracies of the three
descriptors have no significant difference with 4-region seg-
mentation. Compared with other descriptors, the projection de-
scriptor has a relatively larger improvement. This is caused by
the fact that with space segmentation, 2D pressure images get a

high resolution for the projection descriptor. Planar and polar
descriptors are 2D descriptors, which have a better description
of 2D pressure images than the 1D descriptor, projection de-
scriptor. Thus, the accuracy of planar and polar descriptors in
the original space is much higher than that of the projection
descriptor. Space segmentation divides the space into several
subspaces, and the projection descriptor can get projected
histograms in each of the subspaces. Therefore, the posture
information in 2D pressure images can be better extracted with
the projection descriptor and space segmentation.

The runtime of the three descriptors is proportional to their
number of bins. Polar descriptor has the highest number of bins,
thus, its runtime is the largest.

2) Sensitivity to Ground Distance: As shown in Fig. 15(a)
and (b), the sensitivity of accuracy and runtime to ground
distance with different configurations is presented. As linear
distance and square distance are both belong to the lx-norm dis-
tance metric, the accuracies and runtime are almost the same for
the two distances. The runtime of quadratic distance is rela-
tively larger than that of linear distance. This is because square
distance has a more discrete cost set, which makes the mapped
transportation network more complex. As Huber distance is a
combination of linear distance and square distance, its accuracy
and runtime are between that of linear distance and quadratic
distance. Thresholded distance ignores the outliers and assigns
the same distance when the distance is larger than thr, which
simplifies the cost set and also introduces some errors. It can be
learned that if the thr is large enough, the accuracy and runtime
are almost the same with that of linear distance. Therefore,
its accuracy is almost the same with linear distance as thr is
relatively large.

There is no significant difference among the linear distance,
quadratic distance and Huber distance for runtime. Compared
with other ground distances, the runtime of thresholded distance
has a speedup of 1.04x–2.24x. This is because that thresholded
distance assigns the distance a consistent value if it is larger
than thr, thus the mapped transportation network is simplified.

3) Sensitivity to Region Segmentation: As shown in
Fig. 16(a) and (b), the sensitivity of accuracy and runtime to
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Fig. 15. The sensitivity of (a) accuracy and (b) runtime to ground distance with different configurations.

Fig. 16. The sensitivity of (a) accuracy and (b) runtime to region segmentation to descriptors with different configurations.

region segmentation with different configurations is presented.
When the number of subspaces increases, the accuracies of all
three descriptors also increase. The largest accuracy improve-
ment is achieved by the projection descriptor. Compared with
the original space, the accuracy of the projection descriptor with
4-region segmentation has an improvement of 46.92%. This is
caused by the fact that space segmentation can better extract
information and remove unpractical flows.

Furthermore, there is a large speedup of runtime with the
increasing number of segmented subspaces. A rough mathe-
matic analysis is made here for explanation. The upper-lower
segmentation divides the origin space into two subspaces, and
the time complexity of the worst case is 2× (n/2)3 log(n/2).
Thus compared with the original space in the worst case, the
speedup is about [1× (n)3 log(n)]/[2× (n/2)3 log(n/2)] =
4× log(n)/ log(n/2) > 4. The computing time is also influ-
enced by the weight and cost sets, or the complexity of the
mapped transportation network. Thus, the speedup varies with
different descriptors and space segmentations. For 2D descrip-
tors, the speedup of the origin space over 4-segmentation
(13.46x∼18.28x) is higher than that (2.24x∼2.47x) of the 1D

descriptor, the projection descriptor. This is caused by two facts.
Firstly, 2D descriptors have a more complex cost set than 1D
descriptors, e.g., using linear distance, one bin can have four
nearest neighbors with a distance of one, while there are only
two for bins in 1D space. With space segmentation, the more
complex cost gets a larger simplification. Secondly, the number
of bins in planar and polar descriptors are larger than that of the
projection descriptor, which also has a more complex mapped
transportation network. With space segmentation, more com-
plexity reduction is achieved with planar and polar descriptors
than the projection descriptor.

VI. CONCLUSION

In this paper, a matching-based approach, BEMD is presented
for sleep posture recognition with a pressure sensitive bedsheet.
BEMD firstly converts pressure distributions into histograms
with three descriptors. Then histogram normalization is applied
with body mass index (BMI). At last, BEMD combines EMD
and Euclidean distance to evaluate the similarity of sleep pos-
tures. Specific methods in pre-processing and classification are



1034 IEEE TRANSACTIONS ON BIOMEDICAL CIRCUITS AND SYSTEMS, VOL. 10, NO. 5, OCTOBER 2016

also proposed. Long tail removing is presented to removal infor-
mation redundancy, and a skew-based sleep posture classifier is
proposed for classification. Compared with existing work, no
local feature extraction is involved. Comprehensive experiments
are conducted, and four widely used ground distances-linear dis-
tance, square distance, Huber distance and thresholded distance-
are tested. The achieved accuracy of 91.21% outperforms the
previous work with an improvement of 8.01%. Compared with
original space, the improvement of accuracy and runtime of
4-region segmentation can be as large as 46.92% and 18.28x,
respectively. In future work, applying the approach to clinical
sleep applications such as sleep stage recognition [33] will
be the focus. BEMD will be combined with other time-series
metrics for dynamic sleep posture recognition, which can be
regarded as a 4D metric that considers space and time domains.
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